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Abstract

A monitoring array for the continuous observation of the Atlantic meridional over-
turning circulation (MOC) is ’deployed’ in numerical models. The objective is to
improve the array’s design, and to test its ability to observe changes in the MOC, al-
lowing in turn to estimate detection times. The simulated monitoring array consists
of continuous measurements of density and zonal wind stress along a longitude-depth
transect. Meridional velocities are inferred from the thermal wind (using zonal den-
sity differences) and Ekman transports (using the zonal wind stress). The resulting
meridional transport field is corrected by a spatially - but not temporally - constant
correction to ensure zero net mass transport across the zonal section. The simulated
array resembles the recently deployed RAPID-MOC 26°N array.

Using intuition-based array design, the simulated array is tested at three different
latitudes. The MOC can only be reliably estimated at latitudes where either bottom
velocities are small, or the complete bottom velocity field across the transect can be
measured. If bottom velocities are negligible, about 10 density profiles can capture
the temporal and vertical structure of the MOC for that latitude. Global optimiza-
tion of the placement of density profiles can provide results of comparable quality
as intuition-based array design. However, the interpretation requires caution as the
optimal solution might arise because misfits compensate each other coincidentally.

The array is tested in a simulation of the IPCC (Intergovernmental Panel on Climate
Change) scenario A1B in a coupled climate model. The simulated array is able to
capture the short-term to long-term (i.e., up to multidecadal) variability, as well
as changes in the mean strength of the MOC induced by anthropogenic forcing.
Hence, the array allows to detect MOC changes at 26°N based on an integrated
MOC timeseries. Using a univariate detection analysis, an observation error of 3
Sv, and detection with 95 percent reliability, continuous observations based on the
simulated array result in a detection time of 100 years, while frequent hydrographic
occupations every 20 years result in a detection time of 120 years.

Comparing the five hydrographic occupations of the 26°N transect, and model sim-
ulations, I find that zonal density gradients yield a reliable detection variable for
MOC changes at 26°N. Using a multivariate detection analysis, in a modified ver-
sion of Hasselmann’s fingerprint technique, detection of MOC changes based on the
simulated array can be achieved within a couple of decades: for zonal density gra-
dients between 1700 m and 3100 m at 26°N, with an assumed observation error of
0.01 kg m 3, the detection time (95 percent reliability) is about 30 years.

The results from this thesis should be able to guide future MOC monitoring, and
could serve as a reference point for observation-based detection of future MOC
changes.
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Zusammenfassung

In numerischen Modellen wird ein System zur kontinuierlichen Beobachtung der
meridionalen Umwiélzbewegung (meridional overturning circulation, MOC) im At-
lantischen Ozean ‘verankert’. Ziel ist, das Design des Beobachtungssystems zu ver-
bessern und die Féhigkeit des Systems zu testen, Verdnderungen zu beobachten,
um auf diese Weise Entdeckungszeiten abzuschétzen zu kénnen. Das simulierte Be-
obachtungssystem besteht aus kontinuierlichen Dichte- und Windstress-Messungen
entlang eines Léngen-Tiefe-Schnitts. Meridionale Geschwindigkeiten werden abge-
leitet vom thermischen Wind (unter Verwendung zonaler Dichtedifferenzen) und
Ekman-Transporten (unter Verwendung des zonalen Windstress). Das resultierende
meridionale Transportfeld wird mittels eines raumlich - aber nicht zeitlich - kon-
stanten Korrekturwertes berichtigt, der sicherstellt, dass der Netto-Masse-Transport
iiber den zonalen Schnitt Null ist. Das simulierte Beobachtungssystem gleicht dem
kiirzlich verankerten RAPID-MOC-Beobachtungssystem bei 26°N.

Auf der Basis eines intuitiven Beobachtungssystem-Designs wird das simulierte Sys-
tem an drei unterschiedlichen Breiten getestet. Die MOC kann nur an Breiten
verldsslich abgeschitzt werden, wo entweder die Bodengeschwindigkeiten klein sind
oder das komplette Bodengeschwindigkeitsfeld entlang des Schnitts vermessen wer-
den kann. Wenn die Bodengeschwindigkeiten zu vernachlissigen sind, kénnen ca. 10
Dichteprofile die zeitliche und vertikale Struktur der MOC an diesen Breiten abbil-
den. Eine globale Optimierung der Positionierung der Dichteprofile kann Ergebnisse
von vergleichbarer Qualitdt liefern wie ein intuitives Beobachtungssystem-Design.
Diese Interpretation steht allerdings unter dem Vorbehalt, dass die optimale Losung

auch Ergebnis einer zufilligen Fehler-Kompensation sein kann.

Das Beobachtungssystem wird in einer Simulation des IPCC (Intergovernmental Pa-
nel on Climate Change) Szenarios A1B eines gekoppelten Klimamodells getestet. Das
simulierte System ist in der Lage, die gesamte Bandbreite von kurz- bis zu langfristi-
ger (d.h. multidekadischer) Variabilitit abzubilden. Zudem kann es durch anthropo-
gene Einfliisse hervorgerufene Anderungen in der mittleren Stirke der MOC abbil-
den. Deshalb erlaubt das Beobachtungssystem die Entdeckung von Verdnderungen
der MOC bei 26°N auf der Basis einer integrierten MOC-Zeitserie. Legt man eine
univariate Entdeckungsanalyse, einen Beobachtungsfehler von 3 Sv und eine Entde-
ckung mit 95-prozentiger Sicherheit zu Grunde, fithren kontinuierliche Beobachtun-
gen auf der Grundlage des simulierten Systems zu einer Entdeckungszeit von 100
Jahren, wihrend hydrographische Schnitte mit einem 20-Jahres-Rythmus zu einer
Entdeckungszeit von 120 Jahren fiihren.

Ein Vergleich der fiinf hydrographischen Vermessungen des Schnitts bei 26°N mit
Modell-Simulationen ergibt, dass zonale Dichtedifferenzen eine verlédssliche Entde-



ckungsvariable fiir Verinderungen der MOC bei 26°N liefern. Auf der Grundlage ei-
ner multivariaten Entdeckungsanalyse, die eine modifizierte Form von Hasselmanns
Fingerabdruck-Technik darstellt, konnen Verinderungen der MOC mithilfe des si-
mulierten Beobachtungssystems bereits innerhalb einiger Dekaden entdeckt werden:
fiir zonale Dichtedifferenzen zwischen 1700 m und 3100 m Tiefe bei 26°N betrigt
die Entdeckungszeit bei einem angenommenen Beobachtungsfehler von 0,01 kg m ™3

mit 95-prozentiger Sicherheit ungefdhr 30 Jahre.

Die Ergebnisse dieser Doktorarbeit sollen die kiinftige Uberwachung der MOC an-
leiten und koénnen als Referenz fiir eine beobachtungsbasierte Entdeckung von Ver-

danderungen der MOC dienen.
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1. INTRODUCTION

1.1 Motivation

A variety of numerical models predict a change in the Earth’s climate under the
influence of anthropogenically increased atmospheric concentrations of greenhouse
gases. In the ocean, one of the variables eminently associated with both past and
future climate changes is the Atlantic meridional overturning circulation (MOC).
The MOC is the zonally and vertically integrated meridional flow as a function of
latitude and depth, which in the Atlantic comprises both a - dominating - buoyancy
forced contribution, i.e., the thermohaline circulation, and a wind-driven contribu-
tion. Numerical simulations suggest that the Atlantic MOC is sensitive to anthro-
pogenic climate change (e.g., Manabe and Stouffer, 1994; Mikolajewicz and Voss,
2000; Thorpe et al., 2001; Gregory et al., 2005), with potentially strong effects on
the climate over the North Atlantic and its adjacent regions (Manabe and Stouffer,
1994; Vellinga and Wood, 2002). It is hence an important scientific task to detect an
ongoing change in the MOC or predict an impending one. Doing so requires careful
observation of the MOC.

Measurements of the MOC are, however, difficult to obtain. While ship-based
transoceanic sections yield the most reliable estimates of the MOC (e.g., Hall and
Bryden, 1982; Ganachaud and Wunsch, 2000; Bryden et al., 2005), they deliver only
temporal snapshots. At 26°N in the Atlantic, one of the most frequently occupied
transoceanic sections, the MOC has been measured five times (1957, 1981, 1992,
1998, 2004) during last 50 years (Bryden et al., 2005). The resulting estimates of
the meridional transport at 26°N point to considerable variations in the MOC: upper
layer transports (above 1000 m) have increased from about -13 Sv (1957) to about
-23 Sv (2004), whereas lower layer transports (3000 m to 5000 m) decreased from
about -15 Sv (1957) to about -7 Sv (2004) (Bryden et al., 2005). Whether these
variations mirror a decrease in the MOC or its natural variability has been widely
discussed (e.g., Kerr, 2005; Quadfasel, 2005). The temporally sparse sampling and
the uncertainties associated with the unknown magnitude of natural variations in
the MOC prohibit a conclusive answer to this question at present. To improve the
assessment of MOC variations, continuous observations of the MOC are needed.
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1.2 Continuous MOC Monitoring

A strategy to monitor the MOC continuously was proposed by Marotzke et al.
(1999): in principle, only systematic observations of density at the eastern and
western sidewalls would be required to monitor the MOC continuously. The con-
ceptual starting point is the thermal wind relationship, which links the zonal den-
sity difference to the zonally averaged meridional flow. If the meridional flow were
everywhere in thermal wind balance, and if there were vertical sidewalls and no
bottom topography, the vertical structure of the MOC would be proportional to
the east-west density difference. This relationship took center stage in the theory
of a purely buoyancy-driven flow (Marotzke, 1997; Marotzke and Klinger, 2000).
However, under more realistic circumstances, i.e., with realistic wind forcing and
irregular bottom topography, the situation becomes considerably more complicated:
a time-varying Ekman contribution (Lee and Marotzke, 1998; Jayne and Marotzke,
2001), and the external mode (Robbins and Toole, 1997; Lee and Marotzke, 1998)
have to be taken into account. Both of these contributions are not in thermal wind

balance.

In the North Atlantic, the thermal wind part and the Ekman transport are the dom-
inant contributions to the MOC (Ko6hl, 2005; Hirschi and Marotzke, 2006). Both
contributions can be measured, the thermal wind contribution by zonal density gra-
dients, and the Ekman contribution by zonal wind stress. Marotzke et al. (2002)
formally proposed the deployment of such a monitoring array, and suggested 26°N
for several reasons: (i) 26°N is one of the latitudes with the most frequent hydro-
graphic occupations, (i7) 26°N is close to the meridional heat transport maximum
(Trenberth and Solomon, 1994), thus capturing the entire ocean heat transport
convergence into the North Atlantic, (ii¢) the western boundary current is largely
confined to the Florida Strait, where cable measurements have been measuring the
total mass transport for more than 20 years (Baringer and Larsen, 2001).

Prior to its deployment, the proposed MOC monitoring array was simulated in
two numerical models - OCCAM: 1/4° resolution (Webb, 1996), and FLAME: 1/3°
resolution (Dengg et al., 1999) - to test its feasibility (Hirschi et al., 2003). The

simulated array consists of a suite of ‘measurements’:

1. continuous density ‘measurements’ with intensified coverage at the eastern and
western boundary (figure 1.1a), resulting in an estimate of the thermal wind
velocity v, (figure 1.2),
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Fig. 1.1: Transport reconstructions based on 9 vertical profiles of density and Ekman contribu-
tions. (a) Distribution of vertical profiles in the OCCAM model (vertical green lines). The blue
shading indicates where the vertical profiles provide an estimate of the velocity shear. In the green
areas (bottom triangles) the vertical shear cannot be estimated from adjacent profiles. (b) and (c)
timeseries comparing the reconstructed maximum meridional overturning (blue) with the maximum
overturning derived from the full model velocities (red) at 26.5°N (OCCAM, panel b) and 26°N
(FLAME, panel c). (d)-(g) comparison of simulated vertical flow patterns of the MOC (red) with
its reconstructed estimate (blue). Snapshots are shown at different times (t; - t4) for OCCAM
(panels d, e), and FLAME (panels {, g). Figure re-printed from Hirschi et al. (2003).

2. ‘observations’ of zonal wind stress 7., resulting in the Ekman velocity wvey
(figure 1.2),

3. knowledge of the Florida Strait transport from cable measurements (Baringer

and Larsen, 2001), resulting in a velocity field vy (figure 1.2),

4. spatially - but not temporally - constant corrections for the Ekman velocity
field (vp), and the thermal wind and Florida Strait velocity field (v.) (figure
1.2), ensuring mass balance, i.e. no net meridional transport across the zonal
section (Hall and Bryden, 1982).

The reconstructed meridional velocity field, obtained from the contributions de-
scribed above, was used to derive a reconstruction of the meridional transport
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Fig. 1.2: Schematic of an MOC observing system across 26°N in the North Atlantic. The MOC is
estimated from the zonal wind stress and from vertical density profiles taken at different longitudes
across the basin. The transport across the Florida Strait is assumed to be known (vr). From known
wind stress, the Ekman velocity v.; can be calculated. A constant return flow with velocity vy is
assumed over the whole water column in order to ensure zero net meridional transport related to
wind stress. East of the Florida Strait a depth-dependent velocity field vy is estimated using the
thermal wind relation between adjacent density profiles. The meridional transport associated with
vy and v is compensated by a spatially constant velocity correction v. in order to ensure zero
net meridional transport for the thermal wind contribution. Figure re-printed from Hirschi et al.
(2003).

(Hirschi et al., 2003). For both models, the reconstruction captures the time-mean
value and the variability of the MOC timeseries quite well (figure 1.1b-c). The ver-
tical structure is largely captured, although parts of the deep northward flow are

missed (figure 1.1d-g).

The simulated measuring system resembles the subsequently deployed RAPID-MOC
array (Schiermeier, 2004; Rayner, 2005), which is currently funded until 2008. Tts
moorings are currently replaced every year, some even semi-annually, and the results
of the first and second years of deployment are presently analyzed.

1.3 Objective of the Thesis

With the deployment of the RAPID-MOC array, further questions arose regarding
the underlying dynamics of the proposed monitoring strategy, and the timescale
of observations needed to allow for a reliable MOC estimate. Here, I ‘deploy’ the
proposed MOC monitoring array in numerical models to analyze different aspects
of the array’s performance. More specifically, five questions are investigated:
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e Does a similar MOC monitoring array work at other - dynamically and geo-
graphically less special - latitudes in the North Atlantic?

e Can the intuition-based array design be improved by an optimized array de-

sign?

e [s the proposed 26°N MOC monitoring array able to reliably capture long-term
changes in the MOC?

e Can changes in the MOC be detected faster with array measurements at 26°N
or with repeated hydrographic transects?

e And, as a consecutive question to the preceding one: is it, based on the already
existing measurements of density and related meridional transports at 26°N,
possible to distinguish between natural variability and a real trend in the MOC
strength?

The insights gained from this model-based observing array study are meant to guide
future MOC monitoring. Here, I briefly describe the research interest in the ques-
tions posed above.

Previous observing array design did not - with the exception of Hackert et al. (1998)
and Hirschi et al. (2003) - directly support instrument deployment. In contrast to
Hirschi et al. (2003), here, I test the proposed MOC monitoring array at additional
latitudes, and under a climate change scenario. Further, pre-deployment array de-
sign is conducted for the first time using formal optimization, ¢.e., sequentially and
globally optimized array design.

The results from the simulation of the proposed array under a climate change sce-
nario are used to test the array’s ability to detect changes in the MOC. Modifying
the method of Santer et al. (1995) the detection of MOC changes is considered for
a univariate MOC timeseries, accounting for the effects of observation errors, infre-
quent observations, and autocorrelated internal variability. To improve the detection
times for changes in the MOC, a multivariate analysis is conducted subsequently,
modifying the fingerprint method of Hasselmann (1979, 1993). The combination
of a statistically rigorous detection algorithm and the requirement to rely solely
on observable quantities enables the incorporation of real observations, allowing in
turn a statement on whether MOC changes can be detected within the existing

observations.
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1.4 Outline of the Thesis

This thesis is a composite of four journal publications (chapters 2-5), of which one
(chapter 3) is currently in preparation. This structure implies some recurrences as
each chapter starts with its own abstract, followed by an introduction, and finishes
with conclusions. The thesis is structured as follows.

In chapter 2, the proposed MOC monitoring array is tested at three different lati-
tudes in the North Atlantic. The latitudes 26°N, 36°N, and 53°N differ in their dy-
namical and geographical setup, which allows one to draw fundamental conclusions
about the force balance governing the MOC and the limitations of the applicability
of the proposed MOC observing strategy. This chapter has been published in Jour-
nal of Marine Research®. A small subset of results stem from my Master’s Thesis?;
these results have also been published in Hirschi et al. (2003)3.

Chapter 3 focuses on the more technical aspects of observing system design. In
addition to the intuition-based array design applied in chapter 2, two different op-
timization techniques are applied to the proposed MOC observing array at 26°N,
and 53°N. This chapter is in preparation for publication as a note in Journal of

Atmospheric and Oceanic Technology*.

In chapter 4, I first test whether the proposed MOC monitoring array at 26°N is
able to capture long-term MOC changes in three simulations of the IPCC (Inter-
governmental Panel on Climate Change) scenario A1B in a coupled climate model.
Second, a statistically rigorous method for the detection of MOC changes is intro-
duced including different magnitudes of observation error. Third, I test how long
it would take to detect MOC changes when relying on array measurements versus
repeated hydrographic transects. This chapter is in press with Climatic Change®.

! Baehr, J., J. Hirschi, J.-O. Beismann, J. Marotzke (2004): Monitoring the meridional over-
turning circulation in the North Atlantic: A model-based array design study, Journal of Marine

Research, 62 (3), 283-312.

2 Baehr J., Monitoring meridional transports at 26°N in the Atlantic: A model-based design
study, School of Ocean and Earth Science, Southampton (UK), 2002, 51pp.

% Hirschi, J., J. Baehr, J. Marotzke, J. Stark, S. Cunningham, J.-O. Beismann (2003): A moni-
toring design for the Atlantic meridional overturning circulation, Geophysical Research Letters, 30

(7), 1413, doi: 10.1029/2002GL016776.

* Baehr J., D. McInerney, K. Keller, J. Marotzke (2006): Optimizing a model-based observing
system design for the North Atlantic meridional overturning circulation, in preparation.

® Baehr, J., K. Keller, J. Marotzke (2006): Detecting potential changes in the meridional over-
turning circulation at 26°N in the Atlantic, Climatic Change, in press.
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Chapter 5 develops a multivariate detection method. The method is subsequently
applied to simulated observations (in simulations of the scenario A1B) derived from
the proposed MOC monitoring array at 26°N, and to the existing transport esti-
mates based on hydrographic transects (Bryden et al., 2005). This chapter has been
submitted to Journal of ClimateS.

In chapter 6 overall conclusions are presented, and possible future research directions

are discussed.

® Baehr, J., H. Haak, S. Alderson, S. A. Cunningham, J. H. Jungclaus, J. Marotzke (2006):
Timely detection of changes in the meridional overturning circulation at 26°N in the Atlantic,

Journal of Climate, submitted.






2. MONITORING THE MOC IN THE
NORTH ATLANTIC!

Abstract

A monitoring system for the meridional overturning circulation (MOC) is deployed
into an ‘eddy-permitting’ numerical model (FLAME) at three different latitudes in
the North Atlantic Ocean. The MOC is estimated by adding contributions related
to Ekman transports to those associated with the zonally integrated vertical velocity
shear. Ekman transports are inferred from surface wind stress, whereas the velocity
shear is derived from continuous density ‘observations’, principally near the eastern
and western boundaries, employing thermal wind balance. The objective is to test
the method and array setups for possible real observation in the ocean at the chosen
latitudes and to guide similar tests at different latitudes.

Different ‘mooring placements’ are tested, ranging from a minimal setup to the the-
oretical maximum number of ‘measurements’. A relatively small number of vertical
density profiles (about 10, the exact number depending on the latitude) can achieve
a reconstruction of the MOC similar to one achieved by any larger number of profiles.
However, the main characteristics of the MOC can only be reproduced at latitudes
where bottom velocities are small, here at 26°N and 36°N. For high bottom veloci-
ties, in FLAME at 53°N, the array fails to reproduce the strength and variability of
the MOC, because the depth-averaged flow cannot be reconstructed accurately. In
FLAME, knowledge of the complete bottom velocity field could substitute for the
knowledge of the depth-averaged velocity field.

! Baehr, J., J. Hirschi, J.-O. Beismann, J. Marotzke (2004): Monitoring the meridional over-
turning circulation in the North Atlantic: A model-based array design study,Journal of Marine
Research, 62 (3), 283-312.
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2.1 Introduction

The meridional overturning circulation (MOC) carries most of the oceanic heat
transport in the Atlantic (Hall and Bryden, 1982). The effect of this northward
heat transport of about 1 PW (= 10> W) is seen in the resulting relatively mild cli-
mate of Western Europe (Ganachaud and Wunsch, 2000). In the Atlantic the MOC
comprises both a (dominating) buoyancy forced contribution, i.e. the thermohaline
circulation (THC), and wind-driven meridional transports.

Although the mid-latitude MOC appears to be relatively steady over the last few
decades (Macdonald and Wunsch, 1996), palaeoclimatic records suggest that the
ocean circulation has undergone rapid changes in the past 120,000 years, since the
Eemian interglacial period (Heinrich, 1988; Dansgaard et al., 1993; National Re-
search Council, 2002; Alley et al., 2003). These abrupt changes corresponded to
significant variations in temperature and climate over the North Atlantic and its
adjacent regions. Changes in the Atlantic MOC are eminently associated with the
proposed mechanisms of such abrupt climate change (Marotzke, 2000). A weakening
or collapse of the Atlantic MOC might entail a reduction in the North Atlantic heat
transport, which in turn would corresponded to significant variations in temperature
and climate over the North Atlantic and its adjacent regions. The suggested mech-
anisms are of concern for both past and future changes. Predicting if a conceivable
rapid change in the MOC is impending, is as important as detecting such an ongoing
change.

Currently, ship based transoceanic sections yield the most reliable estimates of the
MOC, but provide only snapshots of the MOC and the related meridional trans-
ports, e.g. Hall and Bryden (1982); Ganachaud and Wunsch (2000). Repeated hy-
drographic sections might allow decadal changes in the MOC to be detected (Keller
et al., 2006a), but they are too expensive and personnel intensive to ensure a con-
tinuous observation of the MOC.

An alternative monitoring strategy, which is more cost-effective than ship-borne
measurements, was suggested by Marotzke et al. (1999). Their conceptual starting
point is the thermal wind relationship, which links density differences to the zonally
averaged meridional flow. Marotzke (1997) and Marotzke and Klinger (2000) based
a theory of a purely buoyancy-driven MOC on the ability to express the meridional
streamfunction as a function of latitude and density difference between eastern and
western sidewalls (and other, independent, parameters). In principle, only the sys-
tematic observation of density at eastern and western sidewalls would be required
to monitor the MOC continuously (Marotzke et al., 1999).
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Thus, Marotzke et al. (2002) suggested the implementation of a mooring array for
continuous density observation to monitor the MOC at 26°N. The design of the
observing array was tested in two eddy-permitting numerical ocean models (Hirschi
et al., 2003), estimating the MOC from zonal density differences and wind infor-
mation only. However, 26°N is unique in its geographical setup: the circulation is
separated into a geographically detached western boundary current (in the Florida
Strait), a confined western boundary current (the Antilles Current) and a basin-
wide return flow. This study therefore aims to establish how generally valid the
configuration at 26°N is and if this approach could be applied to other - less special
- latitudes in the North Atlantic.

In the present study (as in Hirschi et al., 2003), the monitoring array is ‘deployed’
into a numerical model assuming that the implementation of the real field experi-
ment could be improved considerably by ‘monitoring’ the MOC in a model. Efficient
experiment design (or more specifically array design) has been argued to play a key
role in obtaining the maximum information from available resources (McIntosh,
1987; Barth and Wunsch, 1990), since oceanographic measurements are costly and
difficult to obtain. Simulating the performance of observing arrays in numerical
models has been conducted based on two different intentions: A variety of design
studies were performed to optimize a monitoring strategy, whereas other work ad-
dressed the fundamental principles of observing system design. Both types of array
design studies can be classified based on the chosen criterion to measure the capa-
bility of the particular array (Hackert et al., 1998):

(7) The most intuitive approach might be to employ statistical techniques, e.g. error
estimates, as a measure of the capability of the array: Bretherton et al. (1976) used
the objective mapping approach - widely used in meteorology - to design a current
meter array for the MODE program (Mid-Ocean Dynamics Experiment). Barth
and Wunsch (1990) analyzed the design of acoustic tomographic arrays using sim-
ulated annealing for an idealized (two-dimensional) case. Drifter launch strategies,
i.e. involving advection of the observing sites, based on Lagrangian templates were
investigated by Poje et al. (2002), who aimed to establish a criterion requiring a
minimal amount of a-priori information. Guinehut et al. (2002) applied the objec-
tive mapping approach to design an array of profiling floats in the North Atlantic,
comparing Eulerian and Lagrangian arrays.
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(i7) Alternatively, data assimilation techniques were used to quantify the information
content of an array (McIntosh, 1987). Bennett (1985) used the variational inverse
method of Bennett and McIntosh (1982) to assess the efficiency of arrays comprising
pressure transducers and acoustic tomography units. Hackert et al. (1998) used a
data assimilation scheme to optimize the location of a limited number of moorings
for the proposed Pilot Research Moored Array in the Tropical Atlantic (PIRATA).

(i41) Sensitivity studies of a model can be used to derive a statement about the
best observational strategy: Schroter and Wunsch (1986) calculated the sensitivity
of their objective function to changes in the data; mapping the values of the used set
of Lagrange multipliers allowed them to determine the regions of greatest sensitivity
of the objective function to particular measurement types. Harrison et al. (1989)
conducted a similar sensitivity study for the tropical Pacific Ocean. Although not
specifically aligned to observing system design, this study was - together with Harri-
son (1989) - crucial in identifying the latitudinal extent of the Tropical-Atmosphere-
Ocean (TAO) array wind measurements. Recently, adjoint sensitivity studies have
been used to identify regions where (additional) observations should take place, ex-
plicitly not confined to near-surface observations and hydrographic sections only.
Marotzke et al. (1999) studied adjoint sensitivities of the oceanic heat transport to
dynamically link hydrographic measurements and heat transport estimates. Kohl
and Stammer (2004) conducted an adjoint sensitivity study to determine an optimal
observing array to monitor transport changes across the Greenland-Scotland ridge.

All the studies mentioned above regard array design as an optimization problem
either by optimizing the array itself or by taking a general view towards the un-
derlying principles of array design. Generally, model-based pre-deployment array
design does not seem to have been used widely. A notable exception is Hackert
et al. (1998), who conducted a series of observing system simulations, testing the
ability of the respective sample array to resemble actual TOPEX/Poseidon data. In
contrast, the present study seeks to test a monitoring strategy, primarily aiming to
provide immediate support for a realizable observational campaign. Hirschi et al.
(2003) provided support for an MOC monitoring strategy at 26°N. Here, we inves-
tigate whether other less geographically special latitudes are suitable for a similar
strategy. For this, we analyze in detail the force balance of the MOC, and how it
varies with latitude and geometry.

This paper is organized as follows. Section 2 provides a description of the employed
method, and the numerical model used. The array design for the different latitudes,
the results from different array setups and an analysis of the weaknesses of the
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monitoring arrays are found in section 3. The ability of the array to estimate the
heat transport variability is tested in section 4. Section 5 contains a discussion, and

conclusions follow in section 6.

2.2 Method and Model

2.2.1 Method

The approach applied here is the same as used by Hirschi et al. (2003) and Hirschi
and Marotzke (2006), who employed Lee and Marotzke’s (1998) decomposition of
the meridional velocity field. The MOC is described as the sum of contributions
originating from two measurable quantities: the zonal density difference and the
surface wind stress. Thermal wind balance is assumed to hold everywhere. For a
rectangular basin, i.e. zonally uniform topography and vertical sidewalls, the zonal
integration of thermal wind leads to

L, P2 0 (oo, .2) — o ,2)), (21)
where L, is the zonal extent of the rectangular basin, p(zw,y, z) and p(zg,y, 2)
are the densities at the eastern and western sidewalls, respectively, and the overbar
indicates the zonal average (Marotzke et al., 1999). Further, v is the meridional
velocity, g the acceleration due to gravity, f the Coriolis parameter and pg a refer-
ence density. Under realistic circumstances, in particular in the presence of irreg-
ular topography, we expect that a number of density profiles is required, denoted
n=1,2,...,N. Vertical integration of equation (2.1) yields an expression for the merid-
ional velocity field between the two vertical profiles n and n + 1 at a zonal distance
L(y,0)pnt1 — L(y,0),. A depth-dependent meridional velocity field vy, (z,y,2) is
defined as

(__9_|* P(Tn41,Y,2)—p(Tn,Y,2) -n .
pof [I*D"“'” ( L(yfé)nﬂ*L(y,U)n )dz] for —Dyin <2 <0

and z, <z < Ty,
Uga (T,4,2) = | 0 for —D(2,y) < z < ~Din (22)
and z, <z < Ty,

0 for z < xp, or & > Tpiq.

Here, D(x,y) denotes a depth profile along the zonal section, and D,,;, is the mini-
mum depth found between the two profiles (in the interval z, <z < z,41). Figure
2.1 depicts the example for N = 2, the shaded square indicates, where thermal wind
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Fig. 2.1: Schematic of a zonal transect with two profiles (n = 1 and n = 2) at the locations z
and z2, respectively. The distance between the two profiles is L(y,0)2 — L(y,0):. D(z,y) denotes
a depth profile along the section. The shaded square indicates where thermal wind (according to
equation 2.2) is described by the two profiles. The velocities outside this area are initially set to
Z€ero.

(equation 2.2) is described by the two profiles. Generally, equation (2.2) describes
thermal wind in the area between the profiles n and n + 1, with zero velocity ev-
erywhere else within the zonal transect. In the presence of zonally non-uniform
topography, bottom triangles occur when the maximum depth of the area between
the two profiles is larger than the maximum depth common to both profiles, or the
minimum depth of the area between the two profiles is smaller than the maximum
depth common to both profiles. Initially, the velocity is set to zero at depths greater
than D,,;, and at longitudes smaller than L(y,0), or larger than L(y,0),+1. A
level of no motion is assumed to be at the bottom of the ocean. For an ocean basin
covered by N vertical density profiles, the complete meridional velocity field is then
the sum of the velocity fields between two adjacent profiles:

N-—
(z,y,2 Z (z,y,2 (2.3)

Further zonal and vertical integration gives the density-driven contribution of the
overturning streamfunction (Marotzke, 1997), which exists if no mass enters or leaves
through the boundaries. To ensure zero net meridional mass transport, without dis-
torting the local velocity shear, a spatially (but not temporally) constant correction
is applied first (Hall and Bryden, 1982), yielding a corrected meridional velocity field

vgcorr (III, Y, Z):

0 L(y,2)
vgl(x,y, 2)drdz
,Ugcorr(x7y7z) = ,Ug(]:a y? Z) - f_D(x,y) fo Ag( y ) ? (24)
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where A is the area of the cross-section. The resulting corrected meridional ve-
locity field maintains mass balance and can thus be integrated vertically and zonally
to yield the density-driven meridional overturning streamfunction as a function of
latitude and depth.

The wind-driven part of the MOC can be calculated based on the Ekman volume
transport,

@)= [ @ 29
Vep\2,Y,2) = — T\(T, &€, .
ey pofAd Jo Y

where 7(z,y) is the z-component of the wind stress, assuming an Ekman depth d
(covering the zonal area Ag) to which the Ekman transport is confined. Typically, d
is 50-100 m, e.g. Chereskin et al. (1997). To ensure no net meridional mass transport
related to the zonal wind stress, the flow through the Ekman layer is compensated
by a depth-uniform return flow (Jayne and Marotzke, 2001). The corrected velocity
field reads as follows:

Vel — "e’ZAd for —d > z
Uekcorr(xvyyz) = Ve Ag
——ekd for —d < 2

, (2.6)

where A is the area of the zonal transect. Integrating the corrected Ekman ve-
locities yields an overturning contribution, which is zero at the surface and at the
bottom of the ocean, and has its maximum transport at the Ekman depth. Note
that the zonal wind stress also generates a depth-dependent geostrophic flow as it
affects the density gradients (McCreary and Lu, 1994), which is included in the re-
construction based on the density profiles.

The reconstructed overturning is the sum of the density- and wind-driven com-
ponents based on the corrected velocities vy, (%,y, 2z) and ve,,,, (%,y, z) given in
equations (2.4) and (2.6), respectively:

z L(y,2) z L(y,2)
U(y, 2) :/ / vgmr(x,y,z)dacdz+/ / Vekporr (T, Y, 2)dxdz.
—D(zy) /0 —D(z,y) /0
(2.7)

This MOC reconstruction could be based on real measurements, where vy(z,y, 2)
could be obtained from vertical density measurements (e.g. an array of full depth
moorings measuring temperature and salinity) and ve(z,y,2) could be obtained
from satellites measuring near-surface wind speed and direction. Both vy(z,y, 2)
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and ver(x,y,2) need to be corrected to maintain mass balance (as described in
equations (2.4) and (2.6)). Note that this MOC reconstruction is identical to a
reconstruction in which the wind and the density velocity fields would be added
prior to the correction ensuring mass balance. Correcting the two contributions

separately greatly aids in their interpretation.

2.2.2 The FLAME Model

The model output used in this study stems from the 1/3° Atlantic Model of the
FLAME group, a hierarchy of Atlantic Ocean models (Dengg et al., 1999; Beismann
and Redler, 2003). The code is based on a refined configuration of the Geophysical
Fluid Dynamics Laboratory’s (GFDL) MOM, version 2.1 (Pacanowski, 1995). The
model is so-called ‘eddy-permitting’, meaning that the horizontal grid resolution is
high enough to allow the formation of oceanic eddies, without however properly
resolving the deformation radius at all latitudes. The model domain extends from
70°S to 70°N, and from 100°W to 30°E. It has open boundaries across the Antarc-
tic Circumpolar Current in the Drake Passage and south of Africa at 30°E. The
northern boundary is closed with a restoring zone at 70°N. FLAME has a realistic
bottom topography, and a rigid lid condition is applied at the surface. The horizon-
tal resolution is 1/3° in longitude and 1/3° x cos(¢) in latitude (¢), similar to the
DYNAMO intercomparison study (Willebrand et al., 2001). FLAME’s deep water
formation and meridional overturning are enhanced due to the implementation of a
higher vertical resolution (45 non-equidistant levels), together with the adaptation
of a bottom boundary layer scheme (Beckmann and Déscher, 1997) and lateral sub-

grid scale mixing along isopycnals (Redi, 1982; Cox, 1987).

The model integration starts at 01 January 1900. The atmospheric forcing is based
on the ECMWF (European Centre for Medium Range Weather Forecast) re-analysis
(Barnier et al., 1995) monthly means, but has superimposed wind and heat flux
anomalies from NCEP-NCAR (National Centers for Environmental Prediction/ Na-
tional Center for Atmospheric Research) re-analyses products (Kalnay et al., 1996)
for the period from 1958 to 2001. This superposition of forcing components has been
described in detail in Eden and Willebrand (2001). For the freshwater fluxes sea
surface salinity is restored to a combination of the climatological values of Levitus
et al. (1994) and Boyer and Levitus (1997) (see Beismann and Redler (2003) for de-
tails). For the analysis conducted here, the model output used starts at 01 January
1980 and has a total length of 20 years.
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Fig. 2.2: Time mean meridional velocity field from FLAME for (a) 26°N, (b) 36°N and (c) 53°N (20
yr average). Note that the color scale is linear, but the contour lines are only plotted for velocities
between -0.05 and 0.00 ms™* (in intervals of 0.01 ms™') for all latitudes to enhance the visibility
of the southward meridional velocities.

2.2.3 Data Set

A subset of three different latitudes is chosen from FLAME: 26°N, 36°N, and 53°N.
The starting point is 26°N as used by Hirschi et al. (2003). The two additional lati-
tudes are chosen to test if the employed method is reliable at places with a less special
geographical and dynamical setup than 26°N. Hence, 36°N represents a subtropical
latitude as does 26°N, with the significant difference that the western boundary cur-
rent is no longer geographically confined to a shallow strait. As 36°N was subject to
observations, e.g. Roemmich and Wunsch (1985), a comparison of model and data
is possible. The latitude of 53°N, in contrast, is situated at the boundary to the
subpolar gyre and exhibits much weaker stratification than the two subtropical lati-
tudes. It was observed by different hydrographic sections Dobrolyubov et al. (2002);
Talley (2003), but more important its western boundary was recently subject to
intense observations (Fischer et al., 2003). This allows - together with an analysis
of the dynamics of the subpolar gyre in FLAME (Scheinert, 2003) - a comparison of
the model and the observed meridional velocity field. The geographical setup of the
three latitudes (and the whole North Atlantic) is similar in that the Mid Atlantic
Ridge (MAR) divides the basin. However, there are pronounced differences regard-
ing the steepness of the slopes at the margins and the absolute depth of the basin
at the specific latitude.
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Figure 2.2 shows the topography and the time-mean meridional velocity field for the
three different latitudes. All three sections exhibit a strong surface western bound-
ary current, albeit differing in their vertical structures and their narrowness and
mean flow direction. Note that at 36°N FLAME does exhibit a strong northward
western boundary current, but the deep southward flow is not found at the western
boundary (here, strong southward velocities are found at the surface). Instead, the
highest deep southward meridional velocities occur along the western slope of the
MAR (cf. figure 2.2). The section by Roemmich and Wunsch (1985), in contrast,
suggests a western boundary current situated beneath the northward surface current

with maximum velocities of 0.5 cm s~1.

For all three investigated latitudes the basin is, apart from the boundaries, dom-
inated by the return flow, which differs considerably between the latitudes in its
(local) strength. The maximum overturning is 16 Sv at 26°N, 17 Sv at 36°N, and
14 Sv at 53°N. In FLAME the maximum overturning of about 18 Sv is found at
40°N at a depth of about 1000 m, which is largely in accordance with observations
(Macdonald, 1998; Ganachaud and Wunsch, 2002). The mean Ekman transport is
positive, i.e. northward, for 26°N (2 Sv), but negative for 36°N (-2 Sv) and 53°N
(-3 Sv).

Time mean values of the meridional heat transport in FLAME are slightly lower
than observations at the two subtropical latitudes. The 26°N value of 0.9 PW is
notably smaller than the 1.2 PW estimate of Hall and Bryden (1982), Roemmich
and Wunsch (1985) and Lavin et al. (1998) and the 1.3 PW estimate by Ganachaud
and Wunsch (2000) and Talley (2003). The 36°N value of 0.8 PW is similar to
the estimate by Roemmich and Wunsch (1985) and Talley (2003), but considerably
smaller than the estimate of 1.2 PW by Sato and Rossby (2000). The 53°N value
of 0.65 PW agrees with the 0.62 PW estimate of Talley (2003), which is based on a
1962 hydrographic section. The seasonal variability of the meridional heat transport
is, however, in close agreement to the expectations (Boning et al., 2001). Generally,
FLAME’s meridional transports and their variability in the North Atlantic are -
with all its inevitable limitations - comparable to observations (Willebrand et al.,
2001; Boning et al., 2001).
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2.3 Results

The MOC is reconstructed based on density differences and the surface wind stress,
as described in section 2.2.1. The starting point is the array setup for 26°N as it was
used by Hirschi et al. (2003). For the two additional latitudes, comparable array
setups are investigated, adapting a (financially) feasible number of ‘moorings’ only.
As in Hirschi et al. (2003) the criteria for the placement of these density profiles are
a combination of experience and qualitative application of some sampling theorems:
the profiles need to be placed particularly in areas of high meridional velocities, but
the resulting array needs to cover as much of the basin area as possible in order
to minimize remaining bottom triangles. The latter criterion is based on the as-
sumption that the vertical structure of the MOC can only be reconstructed when
the basinwide (weak) return flow is captured, too. Hence, this ‘mooring’ placement
does rely on prior knowledge about the ‘distribution’ of the quantity (in this case
the meridional velocity field) taken from the numerical model.

Thus, the placement of the profiles is initially based on physical intuition only.
Similarly, most other studies rely on the trial-and-error adjustment of array config-
urations (Bretherton et al., 1976), sometimes stating that it is ‘clearly impossible to
test every possible array’ (Mclntosh, 1987); two notable exceptions are Barth and
Wunsch (1990) and Barth (1992) who analyzed idealized cases. Here, no systematic
attempt is made to optimize the ‘mooring’ placement. Rather, we want to demon-
strate that our chosen design captures the quantity of interest, the MOC. However,
the intuition-based array is later justified with a technical array design study.

2.3.1 The Standard Observing Array

A basic array is now designed; as argued before, we cannot currently optimize it
rigorously. Instead, we follow the two physical criteria described above and the
practical requirement of financial feasibility if the design is implemented. The west-
ernmost part of the basin exhibits a strong western boundary current, hence the
western margin of the basin needs dense coverage, which was initially set to four
profiles: the first one covering the shallow part of the current, the second one located
in the centre of the boundary current, the third one placed at the edge of the time-
mean current and the fourth one just outside the western boundary current. Apart
from the western margin the rest of the basin is dominated by the return flow; the
eastern part of the basin is hence initially covered with three profiles, placed along
the slope. To account for pressure differences on both sides of the MAR, two more
profiles are placed on the eastern and western slope of the ridge. The basic array
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Fig. 2.3: Placement of profiles for the standard array: (a) 26°N, (b) 36°N and (c) 53°N.

consists of nine profiles, placed across the transect with higher coverage at the mar-

gins.

Taking into account the specific dynamical and geographical setup of each latitude
this basic array is modified for each of the considered latitudes (26°N, 36°N and
53°N in the North Atlantic), to set up a standard array for each individual latitude.
Figure 2.3 shows the placement of the profiles on each transect. The basic array as
well as its local modifications are summarized in table 2.1.

At 26°N the western boundary current is geographically confined to the Florida
Strait. In the real world this latitude is comparatively well-investigated as it is close
to the latitude of four modern hydrographic sections (1957, 1981, 1992, 1998; cf.
McTaggert et al. (1999) and e.g. Koltermann et al. (1999)). Furthermore, it offers
a unique long-term timeseries of western boundary current observations as the mass

transport across the Florida Strait has been monitored by cable measurements for

Tab. 2.1: Basic array and its modifications for the individual latitudes.

W Boundary MAR | E Boundary | Total No. of Profiles
26°N | 4 + Florida Strait 2 3 9 + Florida Strait
36°N 4 2+ 2 3+1 12

53°N 4 2 3+ 2 11
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Fig. 2.4: MOC (red) and estimated transport (blue) on the basis of the standard arrays. The
estimated transport is the sum of the thermal wind and Ekman contributions. Timeseries of the

maximum transports are shown in figures (a) - (c), and a time mean vertical profile in figures (d) -
(f); 26°N: (a) and (d), 36°N (b) and (e), 53°N: (c) and (f).

over 20 years (Larsen, 1985; Baringer and Larsen, 2001). To account for this, the
basic array is extended by assuming the total mass transport at the longitudes of the
Florida Strait to be known at all times. The velocity pattern is updated every three
months; inaccuracies in the cable measurements are mimicked by added noise of 1
Sv standard deviation. This setup is identical to the one used in Hirschi et al. (2003).

Further north the western boundary current is no longer geographically confined.
At 36°N a strong surface northward boundary current can be found at the western
boundary in FLAME, but the deep southward flow (as pointed out in section 2.2.3)
is found at the slope of the MAR. Whereas observations show a deep southward flow
at the western boundary underneath the northward surface current (Roemmich and
Wunsch, 1985), a similar velocity distribution as in FLAME has resulted from a CO,
increase in a coupled GCM (Wood et al., 1999). Therefore such a distribution needs
to be covered by the method (assuming prior knowledge of the velocity information
for the placement of the profiles). Hence, the basic array for 36°N is extended by
two profiles covering the deep southward flow along the western slope of the MAR.
Secondly, the array is enhanced by one additional profile at the eastern margin to
ensure coverage of the high velocities over the relatively gentle slope. Thus, the
standard array for 36°N consists of 12 profiles, three profiles more than the basic
array at 26°N.
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at every zonal grid cell. Note that the color scale in panel (a) and (b) is finer for negative transports.

The third and northernmost latitude, 53°N, does not show a northward western
boundary current, but currents are stronger at the eastern and western boundary
than in the rest of the basin. Furthermore, the eastern slope is relatively gentle, so
the basic setup of three profiles is not sufficient to cover the strong currents here.
The basic array is supplemented with two extra profiles.

The MOC is reconstructed based on the ‘standard arrays’ for the different latitudes,
where the density is ‘measured’ at the locations of the profiles; knowledge about the
surface wind stress is assumed for the zonal transect. Figure 2.4 shows the MOC
calculated from the model velocities and the MOC reconstruction based on the
standard arrays. It shows that for 26°N and 36°N, the mean value of the maximum
overturning and its strong temporal variability are largely captured. For 36°N the
mean value is underestimated by about 1 Sv; the variability of the reconstruction
is slightly too weak (by about 3 Sv for the maximum amplitudes). The time-mean
vertical profile reveals that for both latitudes the deep return flow is underestimated.
For 53°N the quality of the reconstruction of the maximum varies with time: whereas
in some years the mean value of the maximum is met precisely, the overturning is
overestimated at most times. The time-mean vertical structure indicates that the
maximum MOC is not reproduced in its magnitude nor in its position within the

water column.
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profile at every zonal grid cell. Note that the colour scale in panel (a) and (b) is finer for negative
transports.

2.3.2 MOC Reconstruction based on the Standard Array

A more detailed picture is provided using Hovmoeller diagrams as they show the
evolution of the full-depth overturning over time, rather than the time-mean vertical
profiles (as in figure 2.4). Figures 2.5 (26°N), 2.6 (36°N) and 2.7 (53°N) show the
model overturning (panel a) and its reconstruction based on the respective standard
array (panel b). For the two subtropical latitudes the overturning is captured both
in its temporally varying magnitude and its vertical extent. Temporal mis-estimates
occur in the upper 3000 m (cf., panel ¢, figures 2.5 and 2.6), but the reconstruction
of the deep southward flow is generally too weak by about 1.5 Sverdrups. At 53°N,
in contrast, the overturning is overestimated. The structure of the deep southward
flow is not captured, which might be pre-dominantly due to the overestimate of the
maximum, since the model shows no distinctive deep southward current at 53°N.
Overall, the MOC reconstruction based on the standard array follows the original
MOC closely for 26°N and 36°N, whereas larger - temporally variable - differences
occur at 53°N (about 1/3 of the total strength of the MOC there). Note that the
reconstruction appears to be robust to small zonal variations in the placement of
the standard array profiles, e.g. one or two grid cells.

The errors in the reconstruction could originate from the sparse resolution of the
profiles or from conceptual limits of the method, or both. To analyze this, the
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MOC is reconstructed based on the maximum amount of available information. In
figures 2.5, 2.6 and 2.7 (panel d) the Hovmoeller diagrams for the differences between
original and reconstruction are shown, relying on the (theoretical) maximum amount
of measurements, i.e. a full-depth ‘mooring’ at every zonal non-land grid point.
Comparing the reconstruction of the standard array and the one relying on maximum
amount of density information shows that the quality of the reconstruction in the
upper part of the water column improves for all latitudes, most notably for 53°N
where the bias in the reconstruction is now nearly temporally constant (about 4
Sv). In all cases, the underestimate of the deep return flow is not due to the sparse
basin-coverage of the array. Hence, both sources of errors are investigated: first,
variations in the number of profiles and second, the dynamical limits of the method
are analyzed.

2.3.3 Variations in the Number of Profiles

The robustness of the placement of the profiles employed in the standard array is
tested, analyzing the results using fewer and larger numbers of profiles. Figure 2.8
summarizes the different setups and their respective results. The robustness of the
placement of the profiles employed in the standard array is tested, analyzing the re-
sults using fewer and larger numbers of profiles. Figure 2.8 summarizes the different
setups and their respective results. The number on top of the profile indicates its
rank order in the setup, starting from a simple setup of two profiles, one each at
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the eastern and western boundaries. Then, profile number 3 is added, then 4 and so
on. The very last point represents the result using all available model density infor-
mation. The quality of the reconstruction is quantified in terms of the correlation
coefficient, the rms error of the timeseries of the maximum and the rms error of the

time-mean vertical profile.

For 26°N the correlation coefficient shows little dependence on the number of pro-
files used. The reconstructed density-driven contribution does not vary with periods
longer than about a year, but its absolute value is sensitive to the number of profiles
used. Thus, the correlation coefficient is dominated by the short-term variability
of the reconstruction, i.e., the estimated wind-driven contribution, which itself is
independent of the number of density profiles used. The rms error is small as well,
with the exception at five profiles, where the three profiles at the western margin
cover the strength of the deep southward flow, but not yet (as with six profiles) the
northward flow in its total strength. This is mirrored in the rms error of the vertical
profile, which decreases strongly until six profiles are used and is saturated when
nine profiles are placed.

36°N exhibits generally similar characteristics: The correlation coefficient does not
vary significantly between the different setups, whereas the rms error for both the
timeseries of the maximum and the time-mean vertical profile shows sensitivity to
the different setups. Most distinctive is the decrease in the quality of the recon-
struction (measured by the rms error) between 8 and 11 profiles, which is due to the
combination of the underestimate of both the deep southward flow (on the western
slope of the MAR) and the eastern boundary current. The rms errors are not con-
stant until the array covers both the MAR and the shallow eastern slope (with a
total of 12 profiles then).

In contrast to the two other latitudes, the correlation coefficient at 53°N is sensitive
to the number of profiles used. The low-frequency part (with periods longer than
about a year) of the thermal wind contribution varies with time, and the estimated
variability of the thermal wind contribution varies with the number of profiles used.
Note that the overturning itself has a temporally constant low-frequency contribu-
tion. For a rudimentary array of seven profiles or fewer the correlation coefficient
of about 0.55 is due to a temporally non-varying estimate of the thermal wind con-
tribution (and a correct estimate of the wind contribution). With 7 to 10 profiles
the low-frequency part of the thermal wind is at certain times estimated correctly,
whereas at others the reconstructions fail by as much as 10 Sv. Hence, the correla-
tion coefficient is smaller than with a fewer number of profiles and the rms error is
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the latitudes complete the standard array setup. Additional profiles are placed in the middle of
the remaining gaps (up to 18 profiles in total). Bottom: (d) correlation coefficient, (e) rms error
for the timeseries of the maximum MOC, and (f) rms error for time-mean vertical profile based
on different setups. The very last point represents the maximum amount of profiles, i.e. using all
available model density information, which is 196 profiles for 26°N, 208 profiles for 36°N and 139
profiles for 53°N, respectively.
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larger (for both the timeseries of the maximum and the vertical profile). Note that
the reconstruction using all model information has a higher correlation coefficient
than achieved with any number of profiles, and a (slightly) smaller rms error for the
timeseries of the maximum and the time-mean of vertical profile than achieved with
11 profiles.

It is only seemingly paradoxical that at 53°N the reconstruction becomes worse when
a higher number of profiles is used. One needs to distinguish between the quality
of the reconstruction of the total MOC and the quality of the reconstruction of the
thermal wind contribution. With more profiles, the thermal wind reconstruction
gets closer to the thermal wind reconstruction that is based on the maximum num-
ber of profiles. However, this does not necessarily mean that the reconstruction
of the total MOC improves. In particular, errors in the reconstruction arise if the
assumption of small bottom velocities is invalid. One indication of this is that the
low-frequency part of the thermal wind contribution at 53°N varies with time, but
the low-frequency part of the MOC does not. Thus, a setup with 7 profiles or less
does not capture the basic characteristics of the MOC for the right reasons, it merely
benefits from the coincidental compensation of neglected factors.

In summary, at 26°N and 36°N the standard array is the minimal setup allowing a
reliable estimate of the MOC, which cannot be significantly increased using a slightly
higher number of profiles. For both 26°N and 36°N, the standard configuration and
an array relying on the full model density information provide nearly the same
quality for the resulting reconstruction. However, the quality of the reconstruction
at 53°N is considerably less, with any numbers of profiles. To investigate this and the
limited ability of the array to capture the deep return flow for the three considered
latitudes, the force balance governing the MOC are analyzed.

2.3.4 Limits of the Method

To identify the dominating terms governing the MOC at the different latitudes we
investigate which part of the velocity field is not captured by the array. A com-
parison of the estimated meridional velocities and the original meridional (model)
velocities shows that errors in the mean velocity field are mainly caused by differ-
ences between the two depth-averaged fields rather than differences in the thermal

wind shear or Ekman reconstruction.

A contribution by the depth-averaged velocity component to the MOC arises when
(strong) currents hit sloping boundaries, i.e. in the presence of non-uniform topog-



36 2. Monitoring the MOC in the North Atlantic

raphy, and the external mode projects onto the meridional overturning (Lee and
Marotzke, 1998). Its overturning contribution vanishes for zonally uniform topogra-
phy. However, the link of the external mode to density differences is not straightfor-
ward as it is difficult to separate thermal wind and ageostrophic shear contributions
in section integrations (Robbins and Toole, 1997; Lee and Marotzke, 1998). Note
that the spatially uniform correction applied to ensure mass balance also generates
a depth-independent component in the reconstructed velocities.

In order to analyze the ability of the array to capture the external mode, the over-
turning contribution by the external mode is calculated for both the original model
velocities and the reconstructed velocities.

z L(y,2) _
‘Ije:vt(yaz) = /D( )/0 v(x,y,z)dxdz, (28)
- z,y

where 9(z, y, z) is the depth-averaged velocity v(z,y) = ﬁ fED(m Y) v(z,y,2)dz,
evenly distributed over the water column.

Figure 2.9 shows a timeseries of the maximum and a time-mean vertical profile for
each latitude. For 26°N the external mode is reconstructed by the array, since the
complete velocity pattern in the Florida Strait (where the strongest depth-averaged
velocities occur) is included in the array. This is true for both the timeseries of the
maximum and the vertical structure. The external mode has its maximum projec-
tion onto the MOC (of about 25 Sv) at 800 m, which coincides with the maximum
depth of the Florida Strait. For 36°N a small (and apart from high frequency fluc-
tuations temporally nearly constant) part of the external mode is not estimated by
the array. The vertical structure is reproduced, apart from the underestimate of the
maximum of about 3 Sv. At 53°N a considerable (and variable) part of the external
mode is underestimated in its absolute value. In the time-mean vertical structure,

the maximum value is missed by about 4 to 5 Sv.

Theoretically, the discrepancy between the original and reconstructed external mode
can be added to the reconstructed overturning;:

\I](y’ Z) = ‘Ijtw (y’ Z) + \Ilek (y’ Z) + (\Ilel'tmodel (y’ Z) - \Ilextreconstr (y? Z))? (29)

where Wy (y,2) is calculated based on the meridional velocity field from
the model and Wepy, .. . (y,2)) computed using the corrected thermal wind veloc-
ity field vy,,,.(z,y,2) (equation 2.4) substituted into equation (2.8). Little effect is
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mean.

seen for 26°N, whereas for 36°N and 53°N the mean value of the maximum over-
turning is estimated correctly when the missing depth-averaged part is taken into
account (figure not shown). Furthermore, for each of the three latitudes the deep
branch of the vertical profile can be largely estimated. Thus, the overturning contri-
bution originating from the difference between the original model and the estimated
external mode does account for most of the bias in the reconstruction.

The depth-averaged velocity (7(x,y)) field can presently not be measured. It is un-
der idealized circumstances a sum of the velocities generated by the thermal wind
and the surface wind stress plus the velocities at the bottom of the water column

Ub(xayaz): ﬁ(xay) = Ug((II,y,Z) + Uek(xayaz) + Ub(xayaz)'

In this study so far, bottom velocities are assumed to be zero everywhere. The bot-
tom of the basin was chosen as the reference level for the thermal wind calculations,
i.e. integration starts at the bottom, where the geostrophic velocity is assumed to
be zero. This assumption is clearly insufficient when high velocities occur at the
bottom, e.g. when a deep boundary current hits a continental slope, where ve-
locities can be as high as 10 cm s~ (Lee et al., 1990, 1996). Analyzing both the
bottom velocity field and the depth-averaged velocity field in FLAME shows that
the strongest bottom and depth-averaged velocities occur for all three latitudes at

the western boundary, where currents are strongest. The time-mean bottom veloci-
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ties have absolute values of up to 3 cm s~! for the subtropical latitudes, and values
in the range of 5 to 20 cm s~ ! for 53°N. The depth-averaged velocities exceed the
bottom velocities by several tens of cm s~ ! at the western boundary at 26°N and
36°N. At 53°N, where the stratification is weakest, the bottom and depth-averaged
velocities tend to be of the same order of magnitude at the western boundary. Away
from the western boundary, the depth-averaged velocities are weaker than the bot-
tom velocities for all three latitudes.

Instead of assuming a level of no motion at the bottom of the basin, bottom velocities
could be taken as the reference level for the calculation of the thermal wind velocities
estimated by the standard array. Thus, the reconstruction is now tested assuming
the bottom velocities to be known (at all bottom grid points):

\I](yaz) = \I]tw(ya Z) + \Ilek:(yaz) + \Ifb(ya Z), (210)

where Uy (y, z) is the overturning contribution originated by the bottom veloc-
ities vp(x,y,2). Again, a correction ensuring mass balance is applied prior to the

integration.

z L(y,z)
Uy, z) = /D( )/0 Vb, (2, Y, 2)dzdz, (2.11)
- fL’,y:

in which vy, (%, v, z) is the corrected bottom velocity field:

z L(y,z)
vp(x,y, z)dxdz
Vbeorr (T, 2) = 0p(@, Y, 2) — Eoeph ) o) : (2.12)

Velocities at the bottom of the basin are replaced by its original model value. The
overturning contribution due to the bottom velocities is corrected and integrated
separately to give an estimate of its relative contribution. The same result would be
achieved if the bottom velocities would be included into equation (2.4) and Wy, (y, 2)
re-computed accordingly.

The time mean vertical profile of ¥y(y, z) shows a distinctive negative extreme for all
three latitudes, differing considerably in its vertical placement and relative impor-
tance (figure not shown). The time mean maximum for 26°N is -1.2 Sv and situated
at a depth of about 4700 m. 36°N exhibits a comparable negative maximum at a
slightly shallower depth of about 4200 m. In addition, 36°N shows a positive max-
imum of 1.6 Sv at depths ranging from 1500 m to 3000 m, where the northward
boundary current hits the western slope of the basin. The time mean vertical profile
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Fig. 2.10: MOC (red), estimated transport (blue) on the basis of the standard arrays, and estimated
transport on the basis of the standard arrays plus bottom velocity contribution (light blue). The

estimated transport is the sum of the thermal wind and Ekman contributions. The bottom velocity
contribution is based on the knowledge of the bottom velocities at every zonal grid cell. Timeseries
of the maximum transports are shown in figures (a) - (c), and a time mean vertical profile in figures
(d) - (f); 26°N: (a) and (d), 36°N (b) and (e), 53°N: (c) and (f).

for 53°N has its maximum of -5.8 Sv at a depth of about 2000 m, corresponding to
the strong northward boundary current hitting the western slope at this depth.

The resulting reconstruction based on the knowledge of the complete bottom veloc-
ities added to the thermal wind and Ekman reconstruction based on the standard
array is shown in figure 2.10. Again, the timeseries of the maximum and the time-
mean vertical profile are shown for both the original and reconstructed overturning.
The reconstruction follows the original overturning in both its mean value and its
complete temporal variability closely for all three latitudes. The time-mean vertical
profile (including the deep return flow) is reconstructed well for the three different

transects.

In an attempt to reduce the amount of required information, the reconstruction is
tested based on bottom velocity measurements at the locations of the profiles only.
The resulting ¥y(y, z) is very different from the one based on the complete bottom
velocity field. The changes in the resulting time mean vertical profiles range from
a reduction in magnitude by a factor 0.2, a displacement of the maximum in the
vertical by 500 m to a change of sign for the maximum value, depending on latitude
and profile placement. A reconstruction based on enhanced knowledge of bottom
velocities at the western boundary shows similar behavior.
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Generally, in the presence of strong bottom velocities the MOC cannot be reliably
estimated based on density and wind measurements alone. Here, the MOC could be
reconstructed based on the standard arrays for the individual latitudes plus addi-
tionally known bottom velocities at every zonal grid point. Currently, this is clearly
an unrealistic condition, but it points to an observational requirement for the future.

2.4 Meridional Heat Transport

The MOC is responsible for a net northward heat transport in the Atlantic of about
1 PW at 25°N (Hall and Bryden, 1982), which accounts for approximately half of
the total northward heat transport in the North Atlantic region, where the atmo-
sphere provides the remaining half (Trenberth and Solomon, 1994). As variations
in the ocean heat transport are expected to arise predominately from fluctuations
in the velocity field (Jayne and Marotzke, 2001), the reconstructed velocity field
should allow an estimate of the meridional heat transport, too. The meridional heat
transport across each latitude is calculated from the reconstructed velocities and a
temporally constant temperature section taken at the beginning of the ‘deployment
period’, assuming that changes in the velocity fields are rapid compared to the vari-
ations of the temperature field (Jayne and Marotzke, 2001).

Figure 2.11 shows the meridional heat transport based on the standard array for
the three latitudes. For both 26°N and 36°N there is a good agreement between
the estimated and modeled meridional heat transport. The mean value is repro-
duced well, whereas the variability is generally slightly underestimated. For 53°N
the reconstruction fails temporally by up to £+ 0.3 PW, these temporal over- and
underestimates compensate each other resulting in a coincidentally correct recon-
struction of the 20 yr time-mean value of 0.6 PW.

A decomposition of the meridional heat transport into its overturning and gyre
contribution (Béning and Bryan, 1996; Bryden and Imawaki, 2001) shows that the
overturning contribution is reconstructed correctly in its mean value and variability
for the three latitudes. The gyre component is covered for 26°N (-0.1 PW) and
36°N (0.05 PW) only. At 53°N, in contrast, the mean value (about 0.45 PW) and
the temporal variability of the gyre component are missed. The relatively large
gyre component at 53°N originates from strong horizontal temperature gradients,
maintaining a weak stratification. The latter, in turn, allows for strong depth-
independent velocities, i.e. a strong influence of the bottom topography on the
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velocity field, which is equivalent to a large external mode. Again, a reconstruction
based on known bottom velocities captures both the mean value and the temporal
variability.

2.5 Discussion

To assume complete knowledge of the bottom velocities is possible in a model study,
but not (yet) feasible in the real ocean. Bottom velocities can be obtained from
direct measurements or bottom pressure recorders (e.g. Meinen et al. (2004)) as
they are planned to be deployed within the UK RAPID array (Natural Environ-
ment Research Council, 2003). The resolution of these measurements, however, is
much coarser than the one assumed here. Generally, bottom velocities could be
inferred from the seafloor pressure gradients obtained through the satellite measure-
ments, implying geostrophy (Wahr et al., 1998). Such satellite measurements with
an adequate resolution of bottom pressure measurements might become available
in the near future (Wahr et al., 2002; Losch et al., 2002). Whether those satellite
based bottom pressure measurements would be sufficient as a reference level for the
thermal wind integration demands profound testing. Simulating the effect of these
bottom pressure measurements is beyond the scope of this paper, since it would re-
quire disproportionate effort to derive the bottom pressure timeseries as FLAME is
run with a rigid lid surface. Nevertheless, the use of bottom pressure measurements
needs to be tested, possibly with a numerical model, and if applicable the required
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resolution and accuracy needs to be established.

Generally, an inevitable limitation to the transferability of this model-based array
design study is the restricted ability of the employed model to represent the ocean
circulation in its full complexity. First, despite its vigorous overturning, FLAME’s
representation of the deep ‘western’ boundary current is limited, both in its re-
spective geographical position and absolute strength: at 26°N the core of the deep
western boundary current is situated above the depth of the crest of the MAR, which
is not in accordance with observations, e.g. Lee et al. (1996). At 36°N the strongest
southward flow is found at the surface in the western part of the basin and a deep
southward flow is found at the western slope of the MAR. Although observational
evidence is limited, the results show a deep western boundary current situated be-
neath the northward boundary current, e.g. Roemmich and Wunsch (1985) and
Rintoul and Wunsch (1991).

Second, limited spatial resolution plays a role: Although FLAME is an ‘eddy-
permitting’ model, it does not resolve eddies, and the eddy kinetic energy is still
underestimated significantly (Stammer et al., 1996). This should be taken into con-
sideration for the analysis of the return flow, since the model may underestimate
the variability as well as the strength of the boundary currents. Further, the spatial
resolution restricts the placement of the density profiles. The total width of the
western boundary current based on observations is given for 26°N as about 80 km
(Lee et al., 1996). In contrast, FLAME’s grid cell spacing at 26°N is about 33 km.
Hence, to cover the westernmost margin sufficiently some of the profiles are placed
at adjacent grid cells. Thus, because of the model’s constraints in describing the
real world, some of the specific results generated by the model cannot directly be
applied to the real world.

Returning to the broader perspective of observing system design, fundamentally,
one wishes to determine the array configuration yielding the most comprehensive
information from the observational data within the given constraints (e.g. instru-
mentation cost). In principle, the required objective function needs to map the
dynamics of the unknown field, and the available resources adequately. To our
knowledge this optimization problem has been systematically addressed for only
two idealized examples, neither directed at realistic observing system design: Barth
and Wunsch (1990) used two horizontal dimensions for a time-independent experi-
ment and Barth (1992) used a 4 x 4 box model. Whereas it does not seem feasible
to conduct a comprehensive array design study with the the current computational
resources, this might be possible in the future. However, it remains to be established
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if idealized, i.e. not dependent on any prior observations, optimization techniques
perform better than heuristic array design based on physical intuition, taking into
account our - albeit limited, but still significant - knowledge of the ocean dynamics.

Here, we test an observational method, relying on a feasible, i.e. financially realis-
tic, experimental setup only. Whether an arbitrary latitude is suitable for potential
observation requires knowledge about the real meridional velocity field (e.g. a hy-
drographic section). Most importantly, the magnitude of the bottom velocities and
the capability of the array to capture the external mode at this latitude needs to
be ensured. Further, when assessing a chosen latitude for observation, adequate
placement of the profiles requires knowledge to what extent the model velocity field
and the velocity field expected in the real ocean are congruent.

Simulating an array at a chosen latitude requires first the definition of a set of avail-
able resources (including potential preexisting continuous observations). Second, the
profiles should be placed according to the two criteria described in the beginning of
section 2.3: (i) the profiles need to be placed especially in areas of high meridional
velocities, and (i7) maximum spatial coverage of the basin should be ensured by
the resulting array. Third, the MOC reconstruction can be computed according to

equation (2.7).

Comparing the three investigated latitudes for potential observation in the real ocean
suggests that 26°N is superior to 36°N and 53°N. At 26°N the MOC in FLAME can
be reconstructed based on the thermal wind contribution, the Ekman contribution
and continuous ‘measurements’ of the Florida Strait transport. The bottom veloci-
ties are small and the sidewalls are steep, and the depth averaged velocities therefore
account (outside the Florida Strait) for a negligible overturning contribution only.
A variety of practical reasons further supports the recommendation of 26°N. First,
this latitude has been occupied four times with hydrographic transects (see section
2.3.1). Second, the geographically confined western boundary current has been mon-
itored by cable measurements for more than 20 years (Larsen, 1985; Baringer and
Larsen, 2001). Third, 26°N is close to the heat transport maximum in the Atlantic
and in turn the heat transport is dominated by the MOC, i.e. the gyre component
is small (Hall and Bryden, 1982).

Ultimately, one would want to extend the analysis of the force balances governing
the MOC to all latitudes of the North Atlantic. In a detailed analysis of the force
balances in a hierarchy of ocean models Hirschi and Marotzke (2006) suggest that
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this method has the potential to provide valuable information about the full merid-
ional overturning cell. However, their analysis is not directed at observing system
design and therefore does not assess which latitude would be most suitable for obser-
vation. In principle, the ratio of the overturning contribution of the external mode
to the MOC could provide some measure for this. However, the required calculation
would be extremely demanding for FLAME and is left for future study.

2.6 Conclusions

Based on our analysis of FLAME, we conclude:

1. A small number of profiles (about 10) is sufficient to capture the main char-
acteristics of the MOC for a single latitude in the North Atlantic as long as
bottom velocities are small, here, at 26°N and 36°N.

2. In case of high bottom velocities the depth-averaged velocity field is not cap-
tured by the array. Thus, the MOC cannot be reliably estimated based on an
array ‘measuring’ density and surface wind stress only, here, at 53°N.

3. An array that additionally incorporates the complete bottom velocity field,
reproduces the MOC in its temporal and vertical structure.

4. Effectively, we confirm that the thermal wind and the Ekman contributions are
the dominant terms in the force balance governing the MOC, with sometimes

significant but generally smaller contributions from other terms.

5. Of the three latitudes analysed here, 26°N is the one most suitable for obser-
vation in the real ocean: it allows comparison with historical data, the western
boundary current has been monitored continuously, and the depth-averaged
velocity field is - in FLAME - largely captured by the array.
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2.7 Appendix

This Appendix has not been published in Baehr et al. (2004). I find it, however,
useful to include figure 2.12 here, as it depicts a more coherent visualization of the
results presented in chapter 2. In this Taylor Diagram (Taylor, 2001), the quality
of the MOC reconstruction is measured by the distance of the marker representing
the chosen setup to the corresponding marker on the abscissa (figure 2.12). For
26°N and 36°N, the ‘standard’ array shows both a high correlation and a small
root mean square error (rmse) with the original MOC timeseries, whereas for 53°N
the correlation is low and the rmse is large. The reconstruction including bottom
velocities shows correlation coefficients of above 0.95, and rmse of less than 1 Sv for
all three latitudes. Note that the rmse in figure 2.12 does not mirror a difference in
the mean value, which is indicated by the shading of the respective marker.
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Fig. 2.12: Taylor Diagram (Taylor, 2001): The variability of the model MOC timeseries is shown on
the abscissa - 26°N (green), 36°N (blue), 53°N (red). The concentric circles around the respective
marker indicate lines of constant root mean square error. The markers for the reconstructed maxi-
mum MOC vary in size: the smaller the marker the fewer density profiles are used (from 2 profiles
up to about 10 profiles; the largest marker representing the maximum number of profiles). The
shading visualizes the overall bias relative to the model MOC: the darker the marker, the smaller
the bias. The marker outlined marker represents the ‘standard’ setup introduced in chapter 2.3.1.
The marker with an asterisks on top is based on the additional use of the bottom velocity field.






3. OPTIMIZING A MODEL-BASED
OBSERVING SYSTEM DESIGN!

Abstract

Three methods are analyzed for the design of ocean observing systems to monitor
the meridional overturning circulation (MOC) in the North Atlantic. Specifically,
a continuous monitoring array is ‘deployed’ into a numerical model. We compare
array design methods guided by (i) physical intuition (heuristic array design), (i7)
sequential optimization, and (4i7) global optimization. It is found that global opti-
mization can recover the true global solution for the analyzed array design. Both
global optimization and heuristic array design yield considerably improved results
over sequential array design. Global optimization always outperforms the heuristic
array design in terms of minimizing the root mean square error. However, whether
the results are physically meaningful is not guaranteed; the apparent success might
merely represent an optimal solution in which misfits compensate each other acci-
dentally. Testing the solution gained from global optimization in an independent
data set can provide crucial information about the solution’s robustness.

3.1 Introduction

The design of efficient observing systems plays a key role in oceanography as mea-
surements are difficult and costly to obtain. A variety of studies have simulated
observing arrays in numerical models to assess the observing system’s performance
or to address the fundamental principles of observing system design (see e.g. Baehr
et al. (2004) for an overview). Most of these studies used trial-and-error adjust-
ment of their array configurations (e.g., Bretherton et al., 1976; McIntosh, 1987).
Notable exceptions are Barth and Wunsch (1990) and Barth (1992), who analyzed
the optimization of idealized cases. Few studies have been specifically directed at
pre-deployment array design (Hackert et al., 1998; Hirschi et al., 2003; Baehr et al.,

! Baehr J., D. McInerney, K. Keller, J. Marotzke (2006): Optimizing a model-based observing
system design for the North Atlantic meridional overturning circulation, in preparation as a note
for Journal of Atmospheric and Oceanic Technology.
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2004); their array design methods relied on physical intuition. In contrast to earlier
studies, the present study combines array design directed at providing immediate
support for a realizable campaign with a formal optimization of the simulated array.
We compare three array design methods: array design guided by physical intuition
(heuristic array design), sequential optimization, and global optimization.

This note is organized as follows: Section 2 introduces the analyzed data set, the
simulated monitoring array, and the global optimization method. The results for
three different array design methods are presented in section 3, and are discussed in

section 4. Conclusions are given in section 5.

3.2 Data and Methods

3.2.1 Data Set

We analyze model output of the 1/3° Atlantic Model of the FLAME group, a hier-
archy of Atlantic Ocean models (Dengg et al., 1999; Beismann and Redler, 2003).
The horizontal resolution is 1/3° in longitude and 1/3° X cos(¢) in latitude (¢). The
model setup and the analyzed output are identical to the configuration and data
used in Baehr et al. (2004). The analyzed timeseries span 20 years, starting at the
model time 01 January 1980. The temporal resolution of the employed model output
is 5 days.

3.2.2 Simulated Observing System

The simulated observing system is designed to allow continuous monitoring of the
oceanic meridional overturning circulation (MOC) at a specific latitude. It is based
on the monitoring strategy proposed by Marotzke et al. (1999): Thermal wind and
Ekman contributions to the MOC are measured separately, and the resulting merid-
ional transports are corrected to ensure closed mass balance over the longitudinal
transect (Hirschi et al., 2003). Ko6hl (2005) and Hirschi and Marotzke (2006) showed
that the thermal wind part and the Ekman transport are indeed the dominant con-
tributions to the MOC in the North Atlantic. The recently deployed RAPID-MOC
26°N array is based on this monitoring strategy (Marotzke et al., 2002; Schiermeier,
2004), with the additional use of continuous measurements of the western boundary
current in the Florida Strait (Baringer and Larsen, 2001).
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Fig. 3.1: MOC (red) and estimated transport (blue) on the basis of a profile at every grid point
(n = Nmaz). The estimated transport is a sum of two constituents: thermal wind and Ekman
contribution. (a) 26°N, (b) 53°N. Time-mean vertical profile: (c¢) 26°N, (d) 53°N.

The observing strategy was tested at different latitudes (Baehr et al., 2004), sug-
gesting that this monitoring strategy would be able to capture the main features
of the time-mean and the variability of the MOC at 26°N, but not at 53°N. Fig-
ure 3.1 shows the resulting MOC reconstructions compared to the original (model)
MOC at 1000 m for both latitudes, based on a simulated measurement at every
grid cell, i.e. the maximum number of profiles (n = Npaz; Nmaz = 200 for 26°N,
and Nyq, ~ 140 for 53°N). Each profile simulates a full depth mooring, measuring
temperature, salinity and pressure at discrete depths.

3.2.3 Differential Evolution (DE)

Identifying a spatial array design with a minimal root mean square error (rmse)
poses a global optimization problem with integer constraints. The key challenge in
global optimization is to reliably identify the best (global) optimum within feasible
computation times. Currently available global optimization algorithms differ consid-
erably in their convergence speed and the quality of the identified solution (Athias
et al., 2000; Moles et al., 2004; Ali et al., 2005). Previous studies analyzing the
spatial design of ocean observing systems used simulated annealing or evolutionary
strategies (Barth and Wunsch, 1990; Barth, 1992; Hernandez et al., 1995). Here
we adapt the differential evolution algorithm (Storn and Price, 1997). The origi-
nal algorithm is relatively robust in achieving the true global solution with feasible
computational requirements (Moles et al., 2003, 2004; Storn and Price, 1997). We
demonstrate the skill of the new algorithm to reliably identify the global optimum
for a range of test-problems.
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Fig. 3.2: 26°N: Profile locations for different array design methods: (a) heuristic array design, (b)
sequential optimization, (c) global optimization; for n = 9. Blue shading indicates where profiles
provide estimate of velocity shear. Green shading indicates bottom triangles, i.e., areas where
adjacent profiles are not able to provide estimate of velocity shear. Red shading indicates region
of western boundary observation (Florida Strait). Light blue lines indicate longitude of profile. In
panel (b), the number above the profile indicates its rank order in the sequential design.

Evolutionary optimization methods adopt the sequence of mutation and selection
steps observed in nature (Goldberg, 1989). The algorithms start by producing a
random initial set of possible solutions (typically referred to as population). In our
example, population members are feasible array designs. The population members
are evaluated using an objective function to determine their fitness. We define fit-
ness as the negative root mean squared error as we are interested in a minimal root
mean squared error. A subset of well-performing population members are then used
to produce a new population with a superimposed random variation. The random
variability is akin to the mutation process in natural evolution. This sequence is
iterated until the algorithm has converged. The original differential evolution al-
gorithm is designed for an unconstrained problem with continuous variables. We
impose two constraints such that moorings are located in the model domain and
are unique by adding a penalty function. We round the continuous variables in the
algorithm to the nearest integer to represent the integer grid locations in this model
analysis. We assess convergence by repeating the optimization step with different
random initial conditions similar to McInerney and Keller (2006).
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3.3 Array Design

Here, we optimize the suggested array to monitor the MOC at 1000 m using dif-
ferent array design methods: Initially, we briefly recapitulate on intuition based
array design; subsequently, both sequentially optimized array design and globally
optimized array design methods are tested. Although we test different numbers of
profiles (starting at m = n,q.), the overall aim is to evaluate the locations of profiles
for a feasible amount of profiles, and we therefore restrict the analysis to about 10
profiles. We test the observing strategy both at 26°N and 53°N. Of the available
model output of 20 years (cf., figure 3.1), we use initially 10 years (section 3.3.1 -
3.3.5), and test subsequently if the obtained results are robust for the second decade
(section 3.3.6).

3.3.1 26°N: Heuristic Design

The heuristic array design, ¢.e. intuition-based placement of the profiles, was used
in Hirschi et al. (2003) and Baehr et al. (2004). For the present analysis, we use
the ‘standard’ setup as derived in Baehr et al. (2004). The design of this setup was
guided by two criteria: (i) the profiles should be placed preferentially in areas where
the meridional velocities are assumed to be high, and (i7) the resulting array should
cover as much of the section area as possible, .e., minimizing the remaining bottom

triangles (Baehr et al., 2004). The resulting array setup consisted of nine profiles:
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Fig. 3.4: Root mean square error (rmse) for all combinations of two profiles at 26°N. White marker
indicates profile combination with smallest rmse.

four profiles at the western margin to ensure a dense coverage of the steep slope, a
profile at each side of the Mid Atlantic Ridge (MAR) to ensure the coverage of the
deep sub-basins west and east of the MAR, and three profiles at the eastern margin
to ensure coverage of the gentle slope at this side of the basin (figure 3.2a). The
root mean square error between the model MOC and the reconstructed MOC based
on the above described setup is about 0.95 Sv (figure 3.3).

3.3.2 26°N: Sequential Optimization

Several studies have used an incremental approach for the design of observing sys-
tems (e.g., Rayner et al., 1996; Gloor et al., 2000; Patra and Maksyutov, 2002).
This approach has the advantage of being computationally efficient, and is arguably
a useful framework if the locations of an existing observing system are constrained.
Aiming to achieve an optimal design, we start with a sequential optimization, i.e.,
finding the optimal placement for one profile at a time, in addition to an existing
setup. The starting point is an extensive search for two profiles. The smallest rmse
between the model MOC and the reconstructed MOC of about 1.2 Sv is found when
one profiles is placed close to the western boundary, and the second one in the mid-
dle of the basin east of the MAR (figure 3.4). Profiles are added sequentially to this
setup, finding at each iteration the location with the minimum rmse (figure 3.2b).
The setup for n = 9 uses profiles evenly distributed over the transect, with the ex-
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Fig. 3.5: 26°N: profile locations for global optimization using differential evolution for n = 2, ...,9.
Blue shading indicates where profiles provide estimate of velocity shear. Green shading indicates
bottom triangles, i.e., areas where adjacent profiles are not able to provide estimate of velocity
shear. Red shading indicates region of western boundary observation (Florida Strait). Light blue
lines indicate longitude of profile.

ception of the deep eastern boundary (figure 3.2b). The resulting rmse decreases for
a higher number of profiles, but even for nine profiles it is above the rmse reached
for the heuristic design (figure 3.3).

3.3.3 26°N: Global Optimization

The underlying optimization problem is nonconvex (cf., figure 3.4), which requires
the use of a global optimization technique. First, we test the differential evolution
(DE) algorithm against the true global solution. The DE algorithm does recover the
global optimum for n = 2,3,4 (figure 3.3), i.e., the cases where it is computationally
feasible to test this.

For the global optimization, the rmse decreases with higher numbers of profiles, and
converges to the solution with the maximum number of profiles (n = n4,) with an
rmse of about 0.4 Sv at n = 8 (figure 3.3). In contrast to the sequential optimization,
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the DE method favors profiles at the boundaries, particularly the western boundary
(figure 3.2c), at the expense of profiles close to the MAR. All solutions n = 3,...,9
include the shallow part of the western boundary (figure 3.5), which is entirely

missed by the sequential array design.

3.3.4 26°N: Vertical Profiles

So far, only the rmse between the model MOC and the reconstructed MOC at 1000 m
depth are considered; showing that the mean value and variability can be captured,
depending on the specific array design. The deep return flow is, however, for most
of the setups, entirely missed, i.e. the time mean vertical profile shows no local
minimum. For the global optimization, higher number of profiles (n > 7) show a
weak return flow of about 1 Sv [not shown]. The heuristic design underestimates the
return flow by about 2 Sv. However, all methods do - in the vertical - at some point
better than the n = ny,q, setup (figure 3.6), since the n. = ny,4, setup underestimates
both the mean strength of the northward and the southward flow. While the global
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optimization finds setups in which the bias in the northward flow is reduced by
chance, the heuristic design finds setups in which the bias in the southward flow is
reduced by observing the western boundary more intensively. The reconstruction
for both setups relies in part, i.e., for about 2 Sv in the northward or southward
flow, on a fortuitous overestimate of the flow, gained from an incidental imbalance

delivered by the chosen subset of profiles.

3.3.5 Array Design at 53°N

We repeat the application of the three array design methods at 53°N, a latitude
where the method in its basic setup generally not succeeded in capturing the mean
value and variability of the MOC (Baehr et al., 2004). Again, the heuristic array
design aimed to cover most of the meridional velocities as well as most of the transect
area (figure 3.7a). The rmse of the resulting setup is about 4 Sv (figure 3.8). Both the
sequential and the global optimization array design approach result in considerably
smaller rmse (figure 3.8). The sequential array design does not take into account
the western boundary (figure 3.7b), where the highest southward velocities occur
(cf., figure 2c in Baehr et al. (2004)). The DE based array design includes the the
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entire transect, but large bottom triangles are left out (figure 3.7c). Note that the
sequential and the global optimization result in a considerably smaller rmse than
the setup for n = ne, (figure 3.8), which is due to an coincidental balance of
overestimates and underestimates in the meridional transports, 7.e. not representing

the full dynamics of the meridional velocity field.

3.3.6 Analysis of a Second Decade

Having analyzed the first decade of the employed data set, we test whether the
obtained results are robust for the second decade. For both latitudes, we take
the profile locations of the three different array design methods and compute the
resulting rmse. At 26°N, the rmse for between the model MOC and the reconstructed
MOC at 1000 m depth are similar for the first and the second decades. The rmse
for the DE based array design, and the heuristic array design are nearly identical,
while the rmse for the sequential array design increases by about 0.2 Sv. At 53°N,
in contrast, the rmse for the optimal and the sequential array design nearly doubles,
but is still lower than the rmse for n = n,q;. For the sequential array design, the
rmse in the second decade is lower for n = 2 than for n > 3. For the heuristic array
design, the rmse increases from about 5 Sv in the first decade to about 6.5 Sv in the

second decade, both values are above the respective rmse for n = 1,4
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3.4 Discussion

We test three different array design methods for a suggested monitoring strategy of
the MOC. Testing the profile locations derived from analyzing the first decade within
the second decade, allows to test whether the suggested array setup is robust with
respect to its physical meaning. The results suggest that both the results from the
global optimization and the sequential array design are robust at 26°N, but not for
53°N. The results at 53°N are therefore of limited use, as are the physical insights to
be gained from the analysis of the results. The results gained from analyzing 53°N
do, however, allow the immediate conclusion that the monitoring strategy itself has
to be applied with great care. In contrast, the results of the heuristic array design
are robust for both latitudes, and for 53° physical insight is needed to interpret the

result.

The results of the global optimization and the heuristic array design at 26°N are
similar for a feasible number of profiles (e.g., n = 9) (figure 3.2), but not identical.
They mainly differ with respect to placement of profiles close to the MAR. While
the global optimization favors profiles at the western boundary, the heuristic array
design includes two profiles at each side of the MAR to monitor the sub-basins to
the east and the west separately, ensuring to cover a potential pressure drop across
the ridge. Although it is known that these two profiles close to the MAR have little
influence on the model reconstruction (Marotzke et al., 2002), they were included
for dynamical reasons. The model’s ability to accurately reproduce real ocean dy-
namics is limited at this point: in FLAME, the core of the deep western boundary
current lies above the depth of the crest of the MAR, while observations show that
the core of the deep western boundary current reaches down to greater depths (e.g.,
Lee et al., 1996). Therefore, the results of the heuristic design (n = 9) should be
compared to the results of the global optimization for n = 7 (figure 3.5f). While the
rmse for the timeseries at 1000 m is still significantly smaller for the global optimiza-
tion (figure 3.3), however, the rmse of the full vertical structure is of comparable
magnitude (figure 3.6).

We find that the rmse achievable by observing at the upper limit (every grid point,
N = Nmaz) at 26°N is about 0.4 Sv (figure 3.3). The quality of the reconstruc-
tion for n = Nyee is closely approximated by the globally optimized array design
with less than 10 profiles. However, the rmse for the full vertical structure is for
n > 4 smaller than the rmse for n = n4, (figure 3.6). The results of the global
optimization should be treated with caution, as it can identify array designs with
reconstruction errors below the values achieved by n = n,,4,. This property points
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to problems introduced by purely optimizing a signal-to-noise ratio, an approach
used in optimal detection studies. Here, the velocity field gained from the global
optimization does not represent a dynamically meaningful subset of the full velocity
field, and in turn, results derived from this subset are not representative of the full

dynamics.

Note that the heuristic array design (for n = 9) achieves an rmse in the vertical
that is smaller than the rmse for n = ny,q;. The same is true for the globally opti-
mized array design. While the global optimization array design misses most of the
southward flow and captures the variability at 1000 m nearly correctly, the heuristic
array design captures about half of the southward flow and captures the variability
less well than the global optimization (for n = 9). Although it would be desirable
to constrain the global optimization to include the mean value and variability of
the southward flow, i.e. the rmse between the original and reconstructed southward
flow, such an optimization would be of limited physical meaning, since all methods
do already better than what is achieved with n = n,,4,. An additional constraint in
the optimization would result in a decreased rmse, which would be even more not
representative of the full velocity field, but a subsample incidentally compensating

contributions.

Whether the results of a global optimization approach are applicable to a real ob-
serving array, depends as much on the setup of the optimization as its subsequent
physical interpretation. We show here that global optimization is feasible, and can -
for the specific question at hand - immediately yield valuable information on profile
placement. The global optimization provides no substitute for an in-depth under-
standing of the physical mechanisms behind a proposed monitoring array, but can
considerably facilitate the process of pre-deployment array design and point to po-
tential methodological problems.

3.5 Conclusions

Based on our analysis of a simulated MOC observing system at 26°N and 53°N in
the FLAME model, we conclude:

1. Sequential optimization does not improve on heuristic array design.

2. Global optimization can recover the true global solution for the analyzed array
design.
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3. At locations where the proposed monitoring strategy does not have the ability
to reproduce the MOC at 1000 m, e.g., at 53°N, global optimization finds
profiles with lower root mean square errors than the heuristic design, but the
suggested setup is not physically meaningful.

4. At locations where the proposed monitoring strategy has the ability to repro-
duce the MOC at 1000 m, i.e. 26°N, global optimization has the potential to
yield results of comparable quality as heuristic array design. However, whether
the results make physical sense is not guaranteed; the apparent success might
merely represent an optimal solution in which misfits compensate each other
accidentally.

5. The solution gained from global optimization should be verified in an indepen-
dent data set, e.g. by dividing the data set, to ensure the solution’s robustness.
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4. DETECTING POTENTIAL MOC
CHANGES!

Abstract

We analyze the ability of an oceanic monitoring array to detect potential changes
in the North Atlantic meridional overturning circulation (MOC). The observing ar-
ray is ‘deployed’ into a numerical model (ECHAMS5/ MPI-OM), and simulates the
measurements of density and wind stress at 26°N in the Atlantic. The simulated ar-
ray mimics the continuous monitoring system deployed in the framework of the UK
Rapid Climate Change program. We analyze a set of three realizations of a climate
change scenario (IPCC A1B), in which - within the considered time-horizon of 200
years - the MOC weakens, but does not collapse. For the detection analysis, we as-
sume that the natural variability of the MOC is known from an independent source,
the control run. Our detection approach accounts for the effects of observation er-
rors, infrequent observations, autocorrelated internal variability, and uncertainty in
the initial conditions. Continuous observation with the simulated array for approxi-
mately 60 years yields a statistically significant (p < 0.05) detection with 95 percent
reliability assuming a random observation error of 1 Sv (1 Sv = 10° m3 s~!). Ob-
serving continuously with an observation error of 3 Sv yields a detection time of
about 90 years (with 95 percent reliability). Repeated hydrographic transects every
5 years/ 20 years result in a detection time of about 90 years/ 120 years, with 95
percent reliability and an assumed observation error of 3 Sv. An observation error
of 3 Sv (one standard deviation) is a plausible estimate of the observation error
associated with the RAPID UK 26°N array.

! Baehr, J., K. Keller, J. Marotzke (2006): Detecting potential changes in the meridional over-
turning circulation at 26°N in the Atlantic, Climatic Change, in press.
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4.1 Introduction

Changes in the Atlantic meridional overturning circulation (MOC) are one of the
proposed mechanisms associated with past and future abrupt climate change (e.g.,
Marotzke, 2000; National Research Council, 2002). Palaeoclimatic records suggest
that the ocean circulation has undergone rapid changes in the past 120,000 years,
since the Eemian interglacial period (Heinrich, 1988; Dansgaard et al., 1993; National
Research Council, 2002; Alley et al., 2003; McManus et al., 2004). Modeling studies
have found different responses to anthropogenic climate change, and several model
results have suggested that the MOC is potentially sensitive to anthropogenic cli-
mate change (e.g., Mikolajewicz and Voss, 2000; Thorpe et al., 2001; Gregory et al.,
2005). A weakening or collapse of the Atlantic MOC would entail a reduction in the
North Atlantic heat transport, which in turn might lead to significant cooling over
the North Atlantic and its adjacent regions (Manabe and Stouffer, 1994; Vellinga
and Wood, 2002). The timely detection of MOC changes, and ultimately, timely
MOC prediction have the potential to inform the design of climate risk management
strategies and decision-making (Keller et al., 2004, 2006b).

The MOC is a function of both latitude and depth. In a numerical model the maxi-
mum of the MOC across all latitudes is readily derived from the meridional velocity
field, but observations yield information only at the latitude of observation. In the
Atlantic, the MOC comprises both a (dominating) buoyancy driven contribution,
i.e. the thermohaline circulation (THC), and a wind-driven contribution. An ob-
serving system is not able to distinguish between these two components, but will be
measuring the entire meridional circulation, the MOC.

Observations, commonly hydrographic transects, deliver snapshots of the MOC and
the related heat transport at certain latitudes (Hall and Bryden, 1982; Ganachaud
and Wunsch, 2000; Bryden et al., 2005). A strategy to monitor the MOC contin-
uously was suggested by Marotzke et al. (1999), using endpoint measurements of
the density at the eastern and western boundary of a zonal transect. Two model-
based array design studies (Hirschi et al., 2003; Baehr et al., 2004) suggested that
this monitoring array is indeed able to capture both the temporal variability and
the mean value of the MOC at 26°N in the Atlantic. These studies focused on the
main characteristics of the MOC and its short-term variability. Here, we analyze
the proposed MOC monitoring strategy with respect to its capability to detect po-
tential long-term MOC changes at 26°N. The simulated array is kept as close as
possible to previous studies. It uses the same observing strategy as Hirschi et al.
(2003) and Baehr et al. (2004), and mimics the monitoring system deployed in the
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framework of the UK Rapid Climate Change program (Marotzke et al., 2002). We
restrict our analysis to the 26°N setup, assuming that knowing the MOC at 26°N
would provide crucial information about the North Atlantic MOC, its variability
and potential changes.

Essentially, we reduce the information delivered by the observing array to a one-
dimensional timeseries to simplify the detection task. This approach expands on
the study of Santer et al. (1995), who also reduced the dimensionality of the multi-
variate problem to a few characteristic integral quantities of the ocean circulation.
Banks and Wood (2002) used a numerical model to explore the question of where
to look for anthropogenic changes in the ocean. Guided by an optimization of the
signal-to-noise ratio, they concluded that the MOC or its associated heat transport
are unlikely to be useful for the detection of anthropogenic climate change, since
this would require a continuous timeseries. Similarly, Vellinga and Wood (2004)
used an optimal fingerprint based on a maximization of the signal-to-noise ratio to
identify locations for potentially useful ocean hydrographic observations, comple-
menting MOC observations at 26°N in the Atlantic. Two dynamical studies (Hu
et al., 2004; Latif et al., 2004) used numerical models to identify simple measures
allowing to detect changes in the MOC. All these studies employed numerical models
to investigate the mechanisms or general nature of detecting changes in the MOC
in the Atlantic, but were not directed at realistic observing systems. In contrast,
Keller et al. (2006a) considered the effects of observation error and infrequent ob-
servations, analyzing the required frequency of hydrographic transects in the North
Atlantic to detect changes in the MOC. In the present study, we simulate a realistic
observing system, which was deployed recently (Marotzke et al., 2002; Schiermeier,
2004). The dynamical background of this observing system has been intensively
analyzed (Marotzke et al., 1999; Hirschi et al., 2003; Baehr et al., 2004; Hirschi and
Marotzke, 2006). We investigate the capability of the observing system to detect
changes in the MOC at 26°N. For the detection analysis, one key improvement over
previous work is the joint consideration of the effects of observation errors, autocor-
related variability, uncertainty in the model initial conditions, and the reliability of
the observing system.

This paper is organized as follows: section 2 provides the details of the numerical
model, data set and method used to simulate the MOC observing array. In section 3
two different detection approaches and their results are described. Section 4 discusses
these results, and conclusions follow in section 5.
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4.2 Model and Method

4.2.1 Model

We use model output from the ocean component of the coupled ECHAMS5/MPI-OM
general circulation model (Roeckner et al., 2003; Marsland et al., 2003). This cou-
pled model does not require flux adjustments. In the ocean model, the horizontal
discretization is realized on an orthogonal curvilinear C-grid (Marsland et al., 2003).
The average horizontal resolution is 1.5°. The vertical discretization is on z-levels
with 40 non-equidistant levels.

The coupled model’s mean state was described in Jungclaus et al. (2006b), using
results from an unperturbed control simulation, forced with preindustrial greenhouse
gas concentrations. The North Atlantic MOC reaches its maximum of 18.5 Sv (1 Sv
= 10% m? s~1) at about 40°N at 1000 m depth, which is comparable to observations
(Macdonald, 1998; Ganachaud and Wunsch, 2000). The time averaged Atlantic
meridional heat transport has its maximum of 1.15 PW near 20°N. This is within
the uncertainty range indicated by Trenberth and Solomon (1994), but smaller than
the estimates by Ganachaud and Wunsch (2000) and Talley (2003).

4.2.2 Data

The present analysis is conducted for an unperturbed control simulation and an
ensemble of three realizations forced by the the same climate change scenario us-
ing the coupled ECHAM5/MPI-OM model. The simulations start from the same
spin-up of the model. The control simulation is forced with preindustrial greenhouse
gas concentrations, and has a length of 470 years. The climate change experiments
are part of a suite of experiments performed for the IPCC Fourth Assessment Re-
port. Starting from different years of the control run, z.e., three different initial
conditions, the experiments are all forced with transient greenhouse gas concentra-
tions and aerosol forcing from preindustrial to present day values for the years 1860
to 2000. Subsequently, the IPCC SRES emission scenario A1B (Nakicenovic and
Swart, 2000) is used to force the model from 2001 to 2100. In the A1B scenario,
the CO»y concentrations rise from 380 ppmv in the year 2001 to 700 ppmv in the
year 2100. The simulations are extended for another 100 years with greenhouse gas
concentrations fixed at the levels of the year 2100. Note that this forcing scenario
assumes considerable reduction in anthropogenic CO, emissions after 2100, com-
pared to many estimates of the business-as-usual scenario. The analyzed timeseries
contain 340 years each. The coupled ECHAMS5/MPI-OM model shows an increase
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Fig. 4.1: ECHAMS5/MPI-OM MOC timeseries at 26°N (1000 m), annual mean values; black: control
simulation, blue, red, cyan: IPCC scenario A1B. The time axis indicates the years for the forced

runs. The time steps of the control run are not associated with realistic years, although the same
time axis is used to display the data.

in global mean temperature of 3.8 K by the year 2100, relative to 1961-1990. The
North Atlantic MOC at 30°N weakens for the A1B scenario from 18.5 Sv to about
11 Sv by the year 2100.

At 26°N, the time mean MOC at 1000 m depth is about 15 Sv (Figure 4.1). In
the forced runs, the MOC weakens to about 11 Sv starting around the year 2000
(Figure 4.1), but does not collapse within the considered time-horizon of 200 years.
Note that the forcing scenario stabilizes the COy concentrations at 700 ppmv in
the year 2100. Many simulations show an MOC collapse beyond the 700 ppmv
level (Manabe and Stouffer, 1994; Stocker and Schmittner, 1997). The simulations
analyzed in this study are silent on the question of how the MOC might respond

beyond the considered time scale and forcing scenario.

4.2.3 Simulated MOC Measurements

Our conceptual starting point is the thermal wind relationship, which links zonal
density differences to the zonally averaged meridional flow. The stream function of a
purely buoyancy-driven MOC can be expressed as a function of latitude and density
difference between eastern and western sidewalls and other, independent, parame-
ters (Marotzke, 1997; Marotzke and Klinger, 2000). Marotzke et al. (1999) suggested
that, in principle, only the systematic observation of density at eastern and western
sidewalls would be required to monitor the MOC continuously. In addition to the
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thermal wind component, the full MOC comprises a wind-driven component and a
depth-independent component (Lee and Marotzke, 1997). Concerning the MOC in
the North Atlantic, the thermal wind and the Ekman contributions are the dominant
contributions (Ko6hl, 2005; Hirschi and Marotzke, 2006). These two contributions
are measurable; the thermal wind contribution can be derived from the zonal den-
sity difference, and the Ekman contribution can be derived from the surface wind
stress. The simulated MOC measurements of Hirschi et al. (2003) and Baehr et al.
(2004) employed this decomposition of the MOC, and in addition, the mass balance
is closed with a spatially, but not temporally, constant correction (Hall and Bryden,
1982).

Similar to Hirschi et al. (2003) and Baehr et al. (2004) we ‘deploy’ an MOC observing
array into a numerical model at 26°N. The placement of density profiles resembles the
existing RAPID UK array with dense coverage of the western and eastern bound-
ary (cf. Marotzke et al., 2002). In reality, the meridional transport through the
Florida Strait is expected to be measured directly (Larsen, 1985, 1992; Baringer and
Larsen, 2001). However, the model resolution does not allow for a representation of
the Florida Strait current and the western boundary current separately. To mimic
this additional information we extend the region where the meridional transport is
assumed to be known over the complete western boundary region. The knowledge
of this transport is updated every three months and random, independent, and nor-
mally distributed observation errors with a standard deviation of 1 Sv are added;
the level of no motion is placed at the bottom of the zonal section (cf. Hirschi et al.,
2003; Baehr et al., 2004).

All simulated observations are assumed to be taken as monthly means, but ex-
cept where indicated, annual means are formed, and only these are analyzed. The
simulated array is capable of reconstructing the low-frequency, as well as the high-
frequency, variability of the MOC, in both the control run (Figure 4.2a) and the
forced runs (Figure 4.2b-d). The mean value of the reconstructed MOC is biased
by about 4 Sv for both the control run and the forced runs. This offset is nearly
constant in time. In the analyzed 340 years it decreases in the forced runs by about
0.5 Sv, whereas no change is apparent in the control simulation.

For the detection analysis, we use normalized timeseries from which the time mean
is subtracted. For the control run, the time mean over the complete 470 years of
the timeseries is subtracted. For the forced run, the time mean over the first 140
years of the timeseries is subtracted. This approximation seems reasonable, as the
detection analysis considers temporal trends, and the temporal variability of the
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Fig. 4.2: ECHAM5/MPI-OM MOC timeseries at 26°N (1000 m), annual mean values; black: model
MOGC, green: reconstructed MOC based on the simulated 26°N array. (a) control, (b)-(d) three
different realizations of the IPCC scenario A1B.

MOC is reconstructed by the array. In reality, occasional hydrographic sections
could be used for calibration.

4.3 Detection Analysis

Initially, we use a continuous timeseries of annual mean values representing the MOC
observations at 26°N with no observation error. This timeseries represents an ideal
situation for a detection analysis, as it neglects the effects of infrequent observations
and observation error (we relax these simplifying assumptions in section 4.3.2.2).
The timeseries are analyzed both qualitatively, employing a simple approach, and
quantitatively, employing a more refined statistical approach. The two approaches
differ mainly in the way the timeseries is handled. The simple approach analyzes a
series of individual observations, and tests for at each considered time for a potential
change. The quantitative approach analyses a sequence of observations and tests for
a linear trend. Both methods come to broadly consistent results for the considered
case. We discuss both methods to demonstrate that the statistical analysis largely
quantifies what is visible by eye. For the quantitative approach, we will further
analyze how observation error, shorter timeseries, and limited observation frequency
affect the detection time of MOC changes at 26°N.
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4.3.1 Simple Approach
4.3.1.1 Method

One very simple approach to the detection problem analyses a series of observa-
tions, representing an unforced system, and additional independent observations,
representing a forced system, and asks whether the forced system is outside the
range of natural variability given by the unforced system. The lower and upper
bounds characterizing the natural variability of the unforced system, the critical
values, can be derived in several different ways. For simplicity, we focus here on
three possible definitions of these critical values. Other choices of critical values are

possible.

The control run is used to provide the natural variability, ¢.e., the ‘observations’ of
the unforced system. First (), the strictest criterion would be to set the critical value
to the lowest value ‘observed’ in the past, given by the natural range of variability.
Second (7¢), a milder criterion would be to assume that anything lower/higher than
two standard deviations of the values ‘observed’ in the past is critical. Third (i),
we assume that anything lower/higher than the lowest/highest 2.5 percent of the
values ‘observed’ in the past is critical. If the considered timeseries were independent
draws from a single normal distribution, the critical values (i7) and (ii7) would be
virtually identical. Both would approximate the lower and upper bounds of the 95
percent confidence interval of the underlying distribution of the unforced timeseries.
The control run, however, violates the assumption of independent draws, we will

return to this issue below.

4.3.1.2 Results
For this simple detection approach, the control simulation is used to provide an in-

dication of the natural range of variability of the MOC. The critical values discussed
above are derived for both the unforced model MOC and the unforced reconstructed
MOC from the simulated array (Figure 4.3). The times at which the respective forced
run (shown for one realization only) leaves the lower bound of the given range of
natural variability, ¢.e., detection times, are indicated by the dots above the abscissa
in Figure 4.3. For the model MOC, detection occurs around the year 2030 for the
critical values (i7) and (i4i), whereas for the critical value (7) detection occurs around
the year 2060 (Figure 4.3a). Detection prior to the year 2030 is predominantly the
result of type-I errors in statistical hypothesis testing, i.e., falsely rejecting the null
hypothesis of no change. Adopting the typically used p-value of 0.05 implies a type-1
error frequency of 5 percent. More specifically, allowing 5 percent of the values to
be outside the critical values results in 5 percent false alarms.
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Fig. 4.3: MOC timeseries at 26°N at 1000 m, annual mean values. The horizontal lines indicate
different critical values, each derived from the variability of the control timeseries (see text for
details). Dots indicate times at which the forced MOC falls below the respective critical value.
Three different critical values are shown: (I) minimum of the control timeseries (dotted line, black
dots), (II) lower bound 95 percent confidence level (dash-dotted line, grey dots), (I1I) the low-
est/highest 2.5 percent of the values of the entire control timeseries (dashed line, open circle). (a)
ECHAMS5/MPI-OM, (b) Array reconstruction.

For the reconstructed MOC from the simulated array, detection for the critical value
(1) occurs around year 2060 (Figure 4.3b), as for the model MOC. For the moderate
critical values (7i) and (7i%), detection occurs around year 2035 (Figure 4.3a), which
is somewhat later than for the model MOC. The same is found for the two other
realizations of the forced run (not shown). The times at which the model MOC and
the reconstructed MOC from the simulated array fall below the respective critical
value are similar, but in some cases detection occurs for the simulated array up to
10 years later than for the model MOC.

To summarize, the detection times derived from the model MOC and the recon-
structed MOC from the simulated array are similar. However, this qualitative anal-
ysis does not allow us to make formal statistical statements about the detection

capability.
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4.3.2 Quantitative Approach

4.3.2.1 Method

We now derive a detection approach that allows us to quantify the detection time of
a specific observing system, and therefore allows us to characterize the relationships
between detection time, observation error, observation frequency, and the length of
observations. First, we use the control simulation to estimate the natural variability
of the MOC at 26°N. Second, we test when the forced simulation leaves this range

of natural variability.

To estimate the natural variability of the MOC at 26°N, the control run is randomly
sampled for a specific length of observation period. Similar to the approach of Santer
et al. (1995), the linear trend is estimated for each of these lengths of observation
periods, using least squares linear trend estimates. We use overlapping lengths of
observation periods with random starting points. We use 10 samples for every
length of observation period, to yield a numerically stable estimate of the linear
trends in the control run. For a given length of observation period, the pdf (prob-
ability density function) derived from the linear trends represents the variability of
the unforced system. We expand on the method of Santer et al. (1995) by repeating
this procedure for a variety of lengths of observation periods, which yields the upper
and lower confidence limits of the natural variability, depending on the length of the
simulated observations (Figure 4.4). To analyze when the forced simulation leaves
the range of natural variability, we estimate the linear trend of the forced simulation,
starting in year 2005. Using a single realization of the forced simulation, the linear
trends depend only on the length of the simulated observations (Figure 4.4, solid

line).

Detection time is a random variable as it depends on random realizations of the
observation errors and the internal variability (Keller et al., 2006a). To account for
observation error, we add random observation error (identically, independently and
normally distributed) of different magnitudes (e.g., standard deviation of 1 Sv) to
the simulated observations, and estimate the linear trend of each of the resulting
timeseries. Here, random observation errors are added 10* times to the timeseries,
to yield numerically stable results. We add random observation error to both the un-
forced and the forced timeseries, assuming that the two timeseries are observations
with an inherent observation error, derived from different sources. For simplicity,
we assume the same magnitude of observation error for the unforced and forced

timeseries.



4.3. Detection Analysis 71

0.6

T T
= = 95% confidence limit (control)
—— forced signal

02 s 4

-
.........

estimated linear MOC trend [Sv/a]

0.6 q

I I I I I
10 20 30 40 50 60 70 80
length of observations [years from 2005]

Fig. 4.4: Upper and lower 95 percent confidence limit of the linear trends derived from bootstrap
analysis of the control run (dashed line; random starting points), and one realization of the forced
run (red line; starting at the year 2005). Both timeseries are annual means with no added observa-
tion error. The arrow denotes the time at which the statistically significant trend in the forced run
is first detected.

For the unforced timeseries, the upper bound confidence limit derived from analyz-
ing the tail area of the pdf of the linear trends, yields the estimate of the natural
variability (depending on the length of observation period and observation error).
For the forced timeseries, the linear trends are compared to these confidence limits
derived from the unforced run (for the respective length of observation period and
observation error): the times at which the linear trend of the forced timeseries with
added observation error is outside the confidence limits provided by the unforced
timeseries yield an empirical cdf (cumulative distribution function) over a range of
lengths of the observation periods, depending on the observation error (Figure 4.5).
The upper bound confidence limit derived from analyzing the tail area of this em-
pirical cdf yields the length of observation period at which the forced simulation has
left the range of natural variability with p < 0.05 (Table 4.1). Following Santer et al.
(1995), we refer to this time as the ‘detection time’. Note that the median detection
time, i.e., detecting with a 50 percent reliability (Table 4.1), is considerably lower
than the estimated detection time based on the upper bound 95 percent confidence
limit.

Applying this detection method to the control simulation itself, yields a detection
frequency of approximately 5 percent. This recovers the value that was used to
design the approach, i.e., the type-I error frequency.
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Tab. 4.1: Detection times for continuous observations from the model MOC and reconstructed
MOC from the simulated array and as a function of the reliability of the detection system. The
three numbers represent the three realizations of the forced run.

Observation error 1 Sv 3 Sv 6 Sv 8 Sv
median detection time (50 percent reliability)
model 34, 10,27 47,34,37 56, 50, 50 53, 52, 50

simulated array 41, 19, 30 47, 43, 39 54, 51, 53 52, 51, 52
upper 95 percent confidence limit detection time (95 percent reliability)
model 59, 40, 47 99,92, 81 136, 124, 128 142, 135, 135
simulated array 58, 66, 50 101, 97, 90 136, 130, 130 141, 137, 137

4.3.2.2 Results

MOC Analyzing the forced simulation of the model MOC for an observation error
of 1 Sv results in detection times with 95 percent reliability between ~40 and ~60
years, depending on the realization (Figure 4.5 a, ¢ and Table 4.1). The median de-
tection time for the equivalent systems is about 30 years smaller than the detection
time derived from the upper 95 percent confidence limit (Table 4.1). An increase
in the observation error to 3 Sv results in increased detection times of about ~80
to ~100 years (95 percent reliability), and between ~30 and ~50 years (50 percent
reliability). An analysis of the reconstructed MOC timeseries from the simulated
array yields similar results: detection with 95 percent reliability for an observation
error of 1 Sv yields detection times of about ~50 to ~70 years, and for an obser-
vation error of 3 Sv yields detection times of about ~90 to ~100 years (Figure 4.5
b, d). Larger observation errors of 6 and 8 Sv increase the detection times (with 95
percent reliability) for both the model MOC and the reconstructed MOC from the
simulated array to about 135 years (Table 4.1).

The median detection times for small observation errors derived from the quanti-
tative analysis are similar to the detection times derived for the simple analysis
(cf. Figure 4.3). These median detection times are furthermore comparable to the
time at which a single realization assuming no observation error leaves the range of
natural variability for the first time (at about 30 years of simulated observations,
cf. Figure 4.4). In addition, the detection times derived from the upper 95 per-
cent confidence limit using the quantitative method for small observation errors are
similar to the detection time when the single realization assuming no observation
error shows a sustained leave of the range of natural variability (at about 60 years of
simulated observations, c¢f. Figure 4.4). The results of the two detection approaches
differ, because the simple detection approach considers the observations in isolation,
whereas the quantitative approach analyses a trend in a sequence of observations.



4.3. Detection Analysis 73

Model, 1 Sv observation error Array, 1 Sv observation error

1 1
038 )]V 038 ﬂﬁg/y

| |

1 | |

| | |

5 | | 5 g [

S o6 I %06 [
] 5] [

k] | | k] [

£ 04 gt g o4 .

) | | 5} [

| | I

0.2 / Ll 0.2 U

| | [

o L @ o L ®
50 100 150 50 100 150
Model, 3 Sv observation error Array, 3 Sv observation error

empirical cdf
empirical cdf

i

‘ © ()
50 100 150 150
length of observations [years from 2005] length of observations [years from 2005]

Fig. 4.5: Empirical cumulative distribution function (cdf; that is, the cumulative sum of the proba-
bility density function) of the detection times for different observing systems. The three realizations
of the forced run are indicated by the different colors. Dashed lines indicate upper 95 percent confi-
dence limit of the detection time. (a) model, observation error 1 Sv, (b) simulated array, observation
error 1 Sv, (c) model, observation error 3 Sv, (d) simulated array, observation error 3 Sv.

Previous analysis typically considered a single realization of a model run (e.g., San-
ter et al., 1995; Vellinga and Wood, 2004; Keller et al., 2006a). Analyzing a single
realization neglects the uncertainty due to the initial conditions. As shown in Figure
4.5 and Table 4.1, the effects of different initial conditions on the detection time can
be noticeable, on the order of a decade in our example.

Infrequent MOC Observations So far, we only consider continuous observa-
tions, using a complete timeseries of annual mean values. Now, we analyze how
lowering the observation frequency would influence the detection time. The time-
series of monthly means is subsampled at fixed intervals in years, but the month
of the specific year is randomly chosen each time; the resulting timeseries is ana-
lyzed in the same way as the timeseries based on continuous observations. To mimic
hydrographic transects accurately, we use the timeseries of monthly mean values
of the MOC of which the short-term, 7.e. monthly, variability of the wind-driven
circulation is subtracted, but the annual mean of the wind-driven part is kept. The
monthly mean MOC at 26°N in ECHAM5/MPI-OM model shows a peak to peak
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Tab. 4.2: Detection time (95 percent upper confidence limit) for model MOC, using infrequent
observations. The three numbers represent the three realizations of the forced run.

Observation Observation error

frequency 1 Sv 3 Sv 6 Sv 8 Sv
continuous 59, 40, 47 99, 92, 81 136, 124, 128 142, 135, 135
every yr 63, 39, 43 95, 87, 76 131, 119, 126 139, 133, 135

every 2 yrs 61, 35,43 93,83, 77 119, 113, 115 129, 123, 125
every 5 yrs 61, 61,66 91,86, 86 106, 101, 101 111, 106, 106
every 10 yrs 81, 71,71  91,91,91 101, 101, 101 101, 111, 111
every 20 yrs 81, 81,101 121, 101, 121 121, 121, 121 121, 121, 121

variability of 16 Sv, of which about 6 Sv are purely wind-driven. Subtracting the
short-term wind-driven variability is in accordance with procedures analyzing ob-
servations, where hydrographic transects are combined with annual mean values of
the wind field (e.g., Bryden et al., 2005).

A reduction from continuous observations to frequent hydrographic transects every
year or every two years has little effect on the detection time (Table 4.2). Depending
on the realization, the detection time increases or decreases by up to about 5 years.
One reason for the decrease in detection time is the failure to properly resolve the
high-frequency variability with infrequent observations. Reducing the frequency
of observations to 10 or 20 years, a frequency which would arguably be feasible
with hydrographic observations, yields considerably longer detection times (Table
4.2). Observing with an observation error of 3 Sv every 20 years nearly doubles
the detection time compared to continuous observations to about 120 years. Two
factors influence this increase in detection time. First, the sparse resolution of the
timeseries derived from infrequent sampling is too coarse to yield accurate MOC
trend estimates. Second, the annual cycle of the density-driven part of the MOC
changes, but hydrographic transects neither resolve the annual cycle of the density-
driven part of the MOC nor capture its change. These detection times are even larger
when observation errors of 6 Sv or 8 Sv are assumed (Table 4.2): about 120 years
assuming a hydrographic transect every 20 years. The estimated detection for the
three considered scenarios are not a monotonically increasing function of decreasing
observation frequency (Table 4.2). This is not unexpected, due to the stochastic
nature of the problem. Observation frequencies of 1 or 2 years are dominated by the
short-term variability, whereas observation frequencies like 10 or 20 years capture
mainly the long-term trend. Note that this detection analysis assumes a known
natural variability, and a start of the simulated observations close to the begin of an
MOC weakening. Both assumptions are not necessarily valid for real MOC observing
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systems.

Meridional Heat Transport The velocity field derived from the 26°N moni-
toring array is capable of delivering information beyond a MOC timeseries. The
meridional heat transport is arguably one of the key quantities of interest, as the
MOC carries most of the oceanic heat transport in the Atlantic (Hall and Bryden,
1982; Ganachaud and Wunsch, 2000). The effect of this northward heat transport
of about 1 PW (= 10'®> W; Ganachaud and Wunsch, 2000) is seen in the resulting
relatively mild climate of Western Europe.

The meridional heat transport can be measured, if in addition to the array, a hy-
drographic transect is undertaken to measure the temperature field. The additional
hydrographic transect is necessary to ensure improved spatial coverage of the small
scale structure in the temperature field, providing a reliable heat content estimate.
Here, we keep the initially ‘measured’ temperature field constant until new ‘obser-
vations’ are provided, since short term changes in the meridional heat transport
are governed by fluctuations in the velocity field rather than the temperature field
(Jayne and Marotzke, 2001). Assuming a hydrographic transect every 5 years, and
accounting for an observation error of 0.2 PW (¢f. Ganachaud and Wunsch, 2000)
results in a detection time of about 120 years for both the original model heat trans-
port as well as the heat transport derived from the simulated array at 26°N. Lower
frequencies of the hydrographic transects (e.g., 10 or 20 years) do not notably in-
crease this detection time in ECHAMS5/MPI-OM. However, this insensitivity of the
detection time on the frequency of temperature section should be interpreted with
caution, since it is likely dependent on the employed model, and its respective res-
olution. Higher observation errors, up to about 0.5 PW, delay the detection by up
to 10 years. The notably larger detection times for the heat transport compared to
the MOC arise from the additional influence of the variability in the temperature
field combined with the strong internal variability of the ECHAMS5/MPI-OM control
simulation. Note that this affects the detection time of both the reconstructed heat

transport from the simulated array and the model heat transport similarly.

4.4 Discussion

In the present study, we test whether a timeseries derived from simulated measure-
ments of the MOC at 26°N is capable of detecting changes in the MOC. Currently,
the detection of MOC changes is based on a very limited amount of information:
e.g., snapshots of the MOC at certain latitudes (e.g., Bryden et al., 1996, 2003,
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2005), results from data assimilation for about a decade (e.g., Stammer et al., 2003;
Wunsch and Heimbach, 2006), or hindcats estimates (e.g., Marsh et al., 2005). How-
ever, a statistically rigorous method would have to be based on more information
than is available from current observing systems, since robust detection depends on
the additional knowledge of the natural variability of the system (e.g., Santer et al.,
1995). This challenge is inherent to all climate change detection studies, and a re-
fined analysis of the historic observations of the MOC at 26°N (Longworth et al.,
2005), or more generally the palaeo-record (e.g., Keigwin and Boyle, 2000), might
be a promising step towards this goal (Keller et al., 2006b).

In our analysis, we estimate the detection time for a range of observation errors. It
is difficult to assess, which of these chosen observation errors would be a reasonable
approximation to real observations. Ganachaud (2003) estimated the observation
error for integrated transports derived from hydrographic transects as approximately
3 Sv (one standard deviation), similar to the error assumed here. Ganachaud (2003)
attributed this error mainly to uncertainties due to unknown temporal variability.
The observation error of MOC estimates based on the RAPID UK 26°N array is
not yet known. The temporal resolution of the array data should, however, allow us
to reduce the uncertainties due to the unknown temporal variability of the MOC.
A careful assessment of errors in the observed MOC (and associated properties) is
crucial for the tasks of MOC change detection, prediction, and the design of obser-

vation systems.

An inherent limitation to the transferability of our results is the dependence on the
particular model employed. In ECHAM5/MPI-OM, the annual mean MOC at 26°N
exhibits a variability from peak to peak of about 4 Sv. This is comparable to results
given by other coupled models (Gregory et al., 2005). We use three realizations and
find that the results are robust across these three realizations. The actual variability
of the MOC is, at this time, uncertain due to the sparse spatiotemporal nature of
the available observations.

We have tested our approach with monthly values instead of annual means. Note
that in the ECHAM5/MPI-OM model the MOC without short-term wind-driven
variability exhibits a peak to peak variability of about 10 Sv arising from fluctu-
ations in the density field. This results in a small signal-to-noise ratio, especially
in combination with the weak decline in the ECHAM5/MPI-OM solution. If un-
smoothed monthly mean data are used, no detection occurs within the considered
time horizon of 200 years, for either the model MOC or the reconstructed MOC
from the simulated array (results not shown). Evidently, this changes considerably
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if the monthly mean timeseries is smoothed or averaged. However, both techniques
require a continuous timeseries, with a high temporal resolution.

The array simulated in the present study assumes continuous observations. Simi-
lar to Keller et al. (2006a) we also analyze how less frequent hydrographic sections
influence the detection time. Keller et al. (2006a) found that an observing system
consisting of a hydrographic transect every 5 years and an observation error of about
3 Sv results in a median detection time of approximately 70 years. Our results are
broadly consistent with the findings of Keller et al. (2006a), who use a different
model run (Manabe and Stouffer, 1994) and a different statistical detection method.
For an observation error of 3 Sv, the median detection time of continuous or in-
frequent observations (up to observing every 10 years) is within a century in our
analysis. But we find, in addition, that observing continuously with an observation
error of 1 Sv reduces the 95 percent reliability detection time considerably, in our
model to about 40 to 60 years.

The analysis, so far, indicates that establishing a continuous MOC observing system
at 26°N lasting for decades has the potential to reduce the currently large uncer-
tainty about the MOC response to anthropogenic forcing. One might ask whether
the necessary investments would pass an economic cost-benefit test, as hypothe-
sized by Adams et al. (2000). Previous economic analysis showed that reducing key
uncertainties about the impacts of anthropogenic greenhouse gas emissions may al-
low for economically more efficient strategies of climate risk management and have
hence the potential for a positive expected economic value of information (Yohe,
1991; Peck and Teisberg, 1996; Yohe, 1996; Nordhaus and Popp, 1997; Keller et al.,
2006a). Keller et al. (2006a) showed that the expected economic value of informa-
tion of an MOC observing system that would deliver an actionable early warning
sign of MOC changes within the next few decades can far exceed the necessary costs.

It is important to recognize, however, that estimates of the economic value of infor-
mation are an area of active research and hinge on a range of simplifying assump-
tions. Keller et al. (2006a), for example, approximated the decision problem as a
binary system. Specifically, the MOC is either insensitive to anthropogenic forcing
or sensitive. In addition, the decision-maker chooses between two options: no control
of CO4 emissions or reducing CO4 emissions such that an MOC collapse is avoided in
the sensitive case. In this situation, detecting an MOC change is equivalent to pre-
dicting the binary MOC response. In addition, Keller et al. (2006a) adopted a simple
decision-criterion (expected cost-minimization) and published estimates of the eco-
nomic impacts of MOC collapse. These assumptions may be reasonable first-order
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descriptions of the decision-making process, but ignore the effects of (i) structural
model uncertainty, (74) a more refined sampling of the parametric uncertainty, and
(¢4i) alternative decision criteria (Lempert, 2002).

Given these caveats, the investments into a decadal-scale and continuous MOC ob-
servation array at 26°N has the potential to pass a very simple economic cost-benefit
test: the costs of the array are on the scale of 1 million US dollars per year and
tens of millions over decades, compared to an expected economic value of informa-
tion on the order of billions US dollars. The 26°N array has smaller costs than
the ones considered in Keller et al. (2006a). In addition, the 26°N array provides
MOC observations with higher temporal resolution and higher expected accuracy
than hydrographic sections, the observing system analyzed in Keller et al. (2006a).

The observations provided by the RAPID UK 26°N array deliver a two dimensional
picture of the zonal transect at 26°N, which contains more information than just a
one-dimensional timeseries. Applying multivariate fingerprint analysis (Santer et al.,
1995; Hasselmann, 1998) has the potential to result in shorter detection times. The
focus of the present study is to demonstrate, as a first step, the ability of the 26°N
array to detect changes in a single timeseries, the MOC at 26°N, if the unforced
variability is known. A multivariate analysis is left for future study.

4.5 Conclusions

Based on our analysis of a simulated MOC observing array in the particular solutions
of ECHAMS5/MPI-OM, and our univariate analysis assuming, most notably, that we
have independent knowledge of the variability of the unforced system, we conclude:

1. Observation periods of less than 20 years carry a high probability to result in
false alarms, i.e., detection times similar to the type-I error frequency used in
designing the method.

2. Detecting MOC changes at 26°N with a reliability of 95 percent requires
decades to a century of continuous observations, depending on the observa-

tion error.

3. For an observation error of 1 Sv, continuous observations result in a detection
time of approximately 60 years (with 95 percent reliability). For an observation
error of 6 Sv, the 95 percent reliability detection time exceeds a century.
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4. Continuous observations, hydrographic sections every 5 years, and hydro-
graphic sections every 20 years result in detection times of about 100 years,
90 years, and 120 years, respectively, for an observation error of 3 Sv, and for
a 95 percent reliability.

5. Changes in the meridional heat transport at 26°N can be detected with a
detection time of about 120 years (95 percent reliability), assuming an ob-
servation error of about 0.2 PW, and additionally assuming a hydrographic

transect every 5 years.

6. For a given desired reliability in detecting MOC changes at 26°N, a continuous
observing system is less expensive than repeat hydrographic sections.
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5. TIMELY DETECTION OF MOC
CHANGES!

Abstract

It is investigated how changes in the North Atlantic meridional overturning circu-
lation (MOC) might be reliably detected within a few decades using the observa-
tions provided by the RAPID-MOC 26°N array. Previously, the investigation of
detectability of MOC changes had been based on a single integrated transport time-
series, exhibiting strong internal variability which would prohibit the detection of
MOC changes within a few decades. Here, the observed variability of water mass
properties along the transatlantic section at 26°N is first compared to a control cli-
mate simulation of the coupled ECHAMS5/MPI-OM global model. The observed
differences in temperature and salinity found between the 1957 and the 2004 occu-
pations of the section are similar to the anomaly patterns found in the model when
regressing temperature and salinity against the strength of the MOC. Most notably,
the lower North Atlantic Deep Water is cooler and fresher with weaker MOC, while
intermediate and thermocline waters are more saline. The results suggest that the
observed changes in temperature and salinity between 1957 and 2004, can be associ-
ated with variations of the MOC of several Sverdrups, which are within the range of
the model’s natural variability. For the detection analysis, three realizations of the
IPCC (Intergovernmental Panel on Climate Change) scenario A1B are analyzed,
in which the MOC weakens by approximately 25 percent in the 21st century. In
these simulations, the zonal mean temperature at 26°N is dominated by the global
warming signal, and salinity at 26°N increases. Short-term changes in the MOC are,
in contrast, associated with changes in the zonal density gradient. A fixed spatial
pattern of natural variability is derived from the observations and used to investi-
gate at which time the zonal density gradient in the climate change scenario departs
from the given range of natural variability. For a random observation error of 0.01
kg m~3, and only using zonal density gradients between 1700 m and 3100 m depth,
statistically significant detection occurs with 95 percent reliability after about 30

! Baehr, J., H. Haak, S. Alderson, S. A. Cunningham, J. H. Jungclaus, J. Marotzke (2006):
Timely detection of changes in the meridional overturning circulation at 26°N in the Atlantic,
Journal of Climate, submitted.
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years. Compared to using a single MOC timeseries as detection variable, continuous
observations of zonal density gradients reduce the detection time by 50 percent.

5.1 Introduction

Numerous studies have analyzed the problem of detecting anthropogenic climate
change (e.g., The International Ad Hoc Detection and Attribution Group, 2005).
Most of these efforts have focused on air temperature observations, predominantly
surface air temperature, but some studies have analyzed the vertical structure of
temperature in the atmosphere. In contrast, a rigorous detection analysis of oceanic
quantities has found considerably less attention. Notable exceptions are Santer et al.
(1995), who conducted a univariate and multivariate detection study for several -
integrated - ocean variables, Barnett et al. (2001) and Reichert et al. (2002), who
analyzed global ocean heat content, and Banks and Bindoff (2003), who analyzed
temperature and salinity changes in the Indo-Pacific.

One of the quantities eminently associated with past and future climate change is
the oceanic meridional overturning circulation (MOC) (National Research Council,
2002), the zonally and vertically integrated meridional flow as a function of latitude
and depth. Several modeling studies suggest that the MOC is potentially sensitive to
anthropogenic climate change (Manabe and Stouffer, 1994; Mikolajewicz and Voss,
2000; Thorpe et al., 2001; Gregory et al., 2005). A weakening or collapse of the
Atlantic MOC is expected to entail a reduction in the North Atlantic heat trans-
port, leading to a significant cooling over the North Atlantic and its adjacent regions
(Manabe and Stouffer, 1994; Vellinga and Wood, 2002).

Ship-based transoceanic sections yield the most reliable observational estimates of
the MOC (e.g., Hall and Bryden, 1982; Ganachaud and Wunsch, 2000; Bryden et al.,
2005), but deliver snapshots only. Recently, an observing array to monitor the MOC
at 26°N in the Atlantic was deployed (Marotzke et al., 2002; Schiermeier, 2004).
This RAPID-MOC array is based on the Marotzke et al. (1999) conceptual study,
suggesting that the MOC could be continuously monitored using endpoint measure-
ments of the density at the eastern and western boundaries of a zonal transect.
Prior to deployment, the array was tested in two numerical models (Hirschi et al.,
2003; Baehr et al., 2004), showing that such an array could be capable of capturing
both the mean value of the MOC as well as the short-term variability. Whether the
RAPID-MOC array is capable of detecting long-term trends was studied by Baehr
et al. (2006), suggesting that it takes several decades to detect a MOC change based
on a single MOC timeseries.
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More generally, potential MOC changes were considered in the framework of a rig-
orous detection analysis: Vellinga and Wood (2004) used an optimized fingerprint
to identify suitable locations for supplementing the 26°N RAPID-MOC array to
improve the detection times for MOC changes. Keller et al. (2006a) used a formal
detection algorithm to detect changes in the maximum MOC in the Atlantic. Baehr
et al. (2006) analyzed a univariate MOC timeseries, simulating observations deliv-
ered by the RAPID-MOC array. Further, Brennan et al. (2006) used a hydrographic
tracer (oxygen) to improve the MOC’s signal-to-noise ratio. Santer et al. (1995),
Banks and Wood (2002), Vellinga and Wood (2004), and Baehr et al. (2006) found
that the detection times on a univariate MOC timeseries are on the order of several
decades to a century. Thus, Santer et al. (1995), Barnett et al. (2001), and Banks
and Wood (2002) suggested that the (multivariate) analysis of sub-surface structures
generally have the potential to deliver shorter detection times.

Several (observable) quantities have been proposed to deliver information about
MOC changes with a higher signal to noise ratio than the actual meridional trans-
ports (e.g., Hu et al., 2004; Latif et al., 2004; Levermann et al., 2005; Lohmann
et al., 2006). These studies - as the present one - shared the difficulty of having to
disentangle the change in a certain property and MOC changes. They did not con-
sider the observation of transport series, but the observation of the chosen property,
thus relying for the link between MOC changes and the change in a certain property

on a numerical model.

Here, we present a detection variable for the MOC at 26°N, which (4) is solely based
on observable quantities, i.e., the zonal density gradient at 26°N, and (4i) provides
timely detection of MOC changes, i.e., faster detection than when relying on an
MOC timeseries alone. More specifically, we simulate observations, as a substitute
for ongoing and future observational efforts, to test whether the 26°N RAPID-MOC
observing array has the potential to deliver timely information about future MOC
changes. In contrast to earlier studies (e.g., Santer et al., 1995; Baehr et al., 2006),
we use a detection variable that takes the spatial structure of the simulated obser-
vations into account. The derivation of a suitable detection variable follows to a
large extent the methodology established by Hasselmann (1979, 1993) and Hegerl
et al. (1996), although we deviate from it: we project (simulated) observations onto
an observable pattern (model-based, but confirmed against observations) that rep-
resents natural variability, in contrast to projecting observations on a model-based
pattern that represents an assumed future change. The formal estimation of the
detection time follows the approach of Santer et al. (1995), with the modifications
used by Baehr et al. (2006).
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This paper is organized as follows: In section 2, we describe the observations and
model output used in the present study. Section 3 focuses on the comparison of
hydrographic observations and model output. Section 4 describes the detection
method and the resulting detection times. In section 5, we discuss the results, and

conclusions are given in section 6.

5.2 Data

5.2.1 Observations

The 24.5°N transatlantic section has been occupied five times in 1957, 1981, 1992,
1998, and 2004 (Fuglister, 1960; Roemmich and Wunsch, 1985; Parrilla et al., 1994;
McTaggert et al., 1999; Cunningham, 2005). For these five occupations, we calcu-
late the detection variables, following the same procedure as for the model output.
Further, we compare directly the 1957 and 2004 occupations. The five occupations
were closed at different latitudes (cf., Cunningham and Alderson, 2006). For the
analysis of the 2004 occupation, additional long-term current meter measurements
of the Deep Western Boundary Current (DWBC) were available (Lee et al., 1990,
1996; Fillenbaum et al., 1997; Bryden et al., 2006).

The 1957 data were obtained from discrete water samples at approximately 25
depths, while from 1981 onward temperature and salinity profiles were obtained
from conductivity-temperature-depth (CTD) stations with discrete salinity samples
being measured against standard seawater, and used for calibration of the CTD
salinities. The 1957 salinities are between 0.004 and 0.006 higher than the salin-
ities in the subsequent years (Bryden et al., 1996; Arbic and Owens, 2001). This
systematic salinity error makes comparisons of the 1957 salinities to other salinities
unreliable below 2000 dbar (Arbic and Owens, 2001), but the qualitative character-
istics of intermediate and thermocline waters are unaffected.

5.2.2 Model Description and Analyzed Output

In the present study, we use model output from the coupled ECHAM5/MPI-OM
global climate model (Roeckner et al., 2003; Marsland et al., 2003). The atmo-
spheric component ECHAMS is coupled to the ocean component MPI-OM, and no
flux adjustments are applied. ECHAMS is realized at T63 resolution with 31 verti-
cal levels. MPI-OM is realized on an orthogonal curvilinear C-grid (Marsland et al.,
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2003). The northern grid pole is shifted to Greenland, avoiding the singularity at
the geographical North Pole. MPI-OM’s average horizontal resolution is about 1.5°,
varying between 12 km close to Greenland and 180 km in the tropical Pacific. The
vertical resolution is realized on 40 non-equidistant z-levels, of which 20 are dis-
tributed over the top 700 m. The bottom topography is resolved by partial grid
cells. Jungclaus et al. (2006b) described the coupled model’s ocean mean state,
based on an unperturbed control simulation and forced with preindustrial green-

house gas concentrations.

We analyze model output of ECHAMS5/MPI-OM’s ocean component from a control
simulation and an ensemble of three realizations forced by the same climate change
greenhouse gas scenario. The unperturbed control simulation has a length of 460
years, and applies preindustrial greenhouse gas concentrations. The climate change
experiments are part of a suite of experiments performed for the IPCC (Intergovern-
mental Panel on Climate Change) Fourth Assessment Report. The three realizations
start from from different years of the control run, and have a length of 340 years each.
For the years 1860 to 2000, the simulations are forced with observed greenhouse gas
concentrations and aerosol concentrations from preindustrial to present-day values.
For the years 2001 to 2100, the simulations are forced with greenhouse gas concen-
trations based on the IPCC SRES emission scenario A1B (Nakicenovic and Swart,
2000); CO4 concentrations rise from 380 ppmv in the year 2001 to 700 ppmv in the
year 2100. Over the same period, global mean surface temperature rises by 3.8 K
by the year 2100, relative to 1961-1990. The North Atlantic MOC at 30°N weakens
in the A1B scenario from 18.5 Sv to about 11 Sv by the year 2100 (Jungclaus et al.,
2006a). For the years 2101 to 2199, the simulations apply greenhouse concentrations
fixed at the levels of the year 2100.

5.2.3 Simulation of Monitoring Array

We ‘deploy’ an oceanic monitoring system into the numerical model ECHAMS5/MPI-
OM, allowing us to test various characteristics of the simulated observations. The
observing system simulated here resembles the existing RAPID-MOC array at 26°N
in the Atlantic (Marotzke et al., 2002). We simulate the continuous measurement of
density, with intensified coverage of the eastern and western boundaries (Rayner,
2005). The resulting density gradients are used to infer meridional transports
(Hirschi et al., 2003; Baehr et al., 2004). The dynamical background of the ob-
serving array has been extensively analyzed in Marotzke et al. (1999); Hirschi et al.
(2003); Baehr et al. (2004); Hirschi and Marotzke (2006). The setup employed in
the present study is identical to the one used in Baehr et al. (2006). All simulated
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measurements are assumed to be taken as monthly means, but annual means are

formed, and only these are analyzed.

5.3 Results from Data - Model Comparison

Comparing hydrographic observations and model simulations, we derive a fixed spa-
tial pattern of natural variability, form in turn a range of natural variability is
derived. Subsequently, we use this range of natural variability to determine when a
significant change in the simulated observations of a climate change scenario can be
detected.

5.3.1 Observations vs Model

First, we compare directly the 1957 and 2004 hydrographic observations of the 26°N
transect, similarly to Cunningham and Alderson (2006). Specifically, we compare
the differences in potential temperature and salinity between the two occupations
(2004 - 1957) for the eastern and western boundaries, and the zonal mean (figure
5.1). Most notably, intermediate and thermocline waters become warmer and more
saline, while the lower North Atlantic Deep Water (NADW) cools and freshens.
These changes are more pronounced at the western boundary. The difference in
meridional transports associated with this temperature and salinity difference is a
decrease of the northward transport shallower than 1000 m by about 8 Sv, and a
decrease in the southward transport between 3000 m and 5000 m depth of about 8
Sv (Bryden et al., 2005).

A regression analysis of the temperature and salinity fields in the ECHAM5/MPI-
OM control simulation versus the strength of the MOC at 1000 m depth in the same
ECHAMS5/MPI-OM control simulation reveals similar anomaly patterns (figure 5.2).
Here, we multiply the anomaly patterns of the regression analysis by -8 Sv, i.e., the
transport variability inferred from the observed temperature and salinity fields (Bry-
den et al., 2005). The standard deviation of the MOC in the control simulation is

about 1 Sv (for annual mean values).

In both the observed and modeled temperature anomalies a weakening of the MOC
is associated with a warming of the intermediate waters, mostly at the western but
also at the eastern boundary (figures 5.1 and 5.2). Similarly, intermediate waters
become significantly saltier at the western boundary, and - to a lesser extent - at
the eastern boundary. The upper North Atlantic Deep Water (NADW) becomes
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Fig. 5.1: Observed potential temperature (left) and salinity (right) difference between the 2004
and the 1957 occupations. The western boundary extends from 65°W to 75°W (green), the eastern
boundary from 25°W to 35°W (red), and the zonal average from 15°W to 100°W (magenta, dotted).

slightly warmer, while the lower NADW cools and freshens. Note that in the model,
the NADW starts at a shallower depth, and upper and lower NADW are not readily
distinguished. In the model, an MOC decrease is associated with higher temperature
and salinity below 2500 m depth, while the observed anomalies indicate cooling and
freshening. At the surface, the profiles based on the regression do not seem to be
very reliable due to the high variability of the surface waters, and the fact that the
regression is done versus the strength of the MOC at 1000 m depth. Although the
modelled and observed temperature and salinity fields differ in the deeper ocean, the
differences have somewhat compensating effects on density. In summary, comparing
the temperature and salinity patterns associated with MOC variability in both the
observations and ECHAMS5/MPI-OM’s control simulation shows similar anomaly
patterns. The results suggest that the observed changes in temperature and salinity
can be associated with variations in the MOC, which are within the model’s range
of natural variability. We therefore use the temperature and salinity fields resulting
from a regression with the MOC in the control simulation to describe the range of
natural variability.
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Fig. 5.2: Modeled potential temperature (left) and salinity (right) anomaly patterns of regression
against MOC in the ECHAMS5/MPI-OM control simulation, multiplied by -8 Sv, i.e., the transport
variability inferred from the observed temperature and salinity fields (Bryden et al., 2005). The
western boundary extends from 70°W to 80°W (green), the eastern boundary from 26°W to 36°W
(red), and the zonal average from 15°W to 80°W (magenta, dotted).

5.3.2 Selection of a Suitable Quantity for Detection

Having analyzed MOC variability and its relation to temperature and salinity vari-
ations in the control simulation, we investigate how this relation behaves under a
climate change scenario, aiming to identify a suitable variable for the detection of
MOC changes at 26°N.

Under the employed climate change scenario, temperature and salinity character-
istics at the eastern and western boundaries change considerably (figure 5.3). At
the western boundary, thermocline and intermediate waters become warmer and
more saline (figure 5.3a), while at the eastern boundary, thermocline and interme-
diate waters become warmer, but not generally more saline (figure 5.3b). Changes
are less pronounced in the deep ocean. Overall, analyzing the eastern and western
boundaries independently of each other yields predominantly the global warming
signal (for both the eastern and the western boundary, and for temperature as well
as salinity, i.e., the water becomes more saline). Changes in the zonally average tem-
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Fig. 5.3: T-S Diagrams for control simulation (blue) and global warming simulation (red): (a)
western boundary, (b) eastern boundary, (c) zonal mean, (d) eastern boundary minus western
boundary plus vertical profile of time-mean difference. Shading of red markers indicates time, the
darker the shading the later the timestep. The western boundary extends from 70°W to 80°W, the
eastern boundary from 26°W to 36°W, and the zonal average from 15°W to 80°W.

perature and salinity fields are dominated by the influence of the western boundary;
thermocline and intermediate waters become warmer and more saline, which is again
the global warming signal (figure 5.3c).

Detecting changes in the MOC requires a careful differentiation between density
changes related to an MOC change, and unrelated density changes. Aiming to iden-
tify a suitable variable for the detection of MOC changes, we analyze the zonal
density difference (figure 5.3d), changes in which are intimately linked to changes
in the MOC. If the flow is everywhere in thermal wind balance, e.g. in the presence
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of vertical sidewalls, the vertical structure of the MOC is proportional to the east-
west density difference. Based on this relationship, Marotzke (1997) and Marotzke
and Klinger (2000) developed the theory of a purely buoyancy-driven flow. The
presence of wind forcing and irregular bottom topography, i.e. more realistic cir-
cumstances, leads to a time-varying Ekman contribution (Lee and Marotzke, 1998;
Jayne and Marotzke, 2001) and the external mode (Robbins and Toole, 1997; Lee
and Marotzke, 1998), respectively, neither of which is in thermal wind balance. How-
ever, Kohl (2005) and Hirschi and Marotzke (2006) showed that the thermal wind
and the Ekman contribution are the dominant contributions to the MOC in the
North Atlantic. Density anomalies influence the meridional transports, once the
anomalies reach the boundaries of the basin (Marotzke et al., 1999), suggesting that
the density changes close to the ocean margin are sufficient to capture the basin-wide
velocity shear (Hirschi and Marotzke, 2006). Further, the zonal density difference
is less influenced by the direct global warming signal: changes in the zonal density
difference occur throughout the watercolumn (figure 5.3d). In the following, we will
therefore use the zonal density difference as a measure of the strength of the MOC.

5.4 Detection Analysis

The RAPID-MOC array provides continuous measurements of density gradients
and related meridional transports. It has not been established whether these mea-
surements allow for a timely detection of MOC changes: an analysis based on a
univariate MOC timeseries suggests that detection times might be in the order of
several decades to a century, depending on the observation error (Baehr et al., 2006).
Note that - following Santer et al. (1995) - ‘detection time’ indicates the earliest
time at which an anthropogenic change can be detected with statistical significance
(p < 0.05).

5.4.1 Detection Method

In contrast to the univariate analysis of Baehr et al. (2006), a multivariate analy-
sis that includes the two-dimensional spatial information provided by the RAPID-
MOC array, has the potential to result in earlier detection. A multivariate analysis
requires, first, the derivation of a univariate detection variable and, second, to quan-
tify the detection time. We derive a detection variable following Hasselmann (1979,

1993) and subsequently perform a formal detection analysis following Santer et al.
(1995), as modified by Baehr et al. (2006).
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5.4.1.1 Detection Variable

Hasselmann (1979) proposed to project a multi-dimensional detection space onto a
smaller number of variables by forming a scalar product with fixed spatial patterns.
Hasselmann (1979, 1993) discussed the multi-fingerprint case, whereas Hegerl et al.
(1996) discussed a simplified version of Hasselmann’s technique for a single finger-
print. The climate change signal, a space-time-dependent variable, is considered as
the climate vector ¥ in the detection space. In the notation of Hegerl et al. (1996),
the single scalar-detection variable d is a result of projecting ¥ onto a suitably
chosen fingerprint f: d = fT\Il, with the fingerprint f representing the expected
pattern of climate change. In contrast to Hasselmann (1979, 1993), Barnett (1991)
and Hegerl et al. (1996), we project the selected variable of the climate vector ¥
(denoted W¢ to indicate the forced simulation) onto an - observable - fixed spatial
pattern of natural variability N, yielding the detection variable dy for the forced

simulation:

ds(t) = NT (2, 2) W (t, 2, 2). (5.1)

We(t,x,2z) consists of the values of a selected variable depending on time (¢), the
longitude (), and the vertical (z) dimension. If the resulting d () exhibits no trend,
the observed climate signal is within the given range of natural variability, whereas
a trend in dy(t) indicates a deviation of the observed climate signal from the natural
variability.

In the present study, the climate vector W¢(t,x, z) is represented as the density field
ps(t,z, z), measured by the RAPID-MOC monitoring array along the zonal transect
at 26°N: We(t,x,2) = ps(t,z,2). We use an uncentered signal with respect to the
spatial signature, 7.e., without subtracting the spatial mean, but we subtract the

time-mean of the control simulation.

5.4.1.2 Fixed Spatial Pattern of Natural Variability

The fixed spatial pattern of natural variability N is represented by a regression
between the simulated density measurements, p.(¢,z,z), and the strength of the
MOC, MOC.(t), both within the control simulation with n; timesteps, where the

overbar marks the time-average:

my [MOC(t) = OC] [pe(t, 2, 2) = pelw, 2)|
nyg - var(MOC,)

r(z,z) = (5.2)
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The resulting regression coefficient r(z, z) is multiplied by the standard deviation of
the MOC, OMOC,-

N(z,z) =r(z,2) - omoc, (5.3)

yielding the estimated fixed spatial pattern of natural variability N(:I:, z), i.e.,
the part of the density field related to MOC variability. Note that we normalize the
fixed spatial pattern of natural variability N to unity before computing the detection
variable. For the employed model, N was shown to be comparable to observations
(section 5.3.1).

5.4.1.3 Bounds of Natural Variability

Similarly to the forced simulation, the time-dependent behavior of the detection
variable d. is estimated for the control simulation, projecting the selected variable

of the climate vector ¥, onto N:

do(t) = N (2, 2) T (t, 2, 2). (5.4)

We use d.(t) to derive the upper and lower bounds of the natural variability, which
are subsequently used to determine the detection time for d(t). Again, the fixed
spatial pattern of natural variability is normalized before computing the detection
variable, and temporal - but not spatial - anomalies are used. To avoid a bias in
the statistics of the detection variable d., we use independent data to estimate the
fixed spatial pattern of natural variability N and the climate vector ¥.. The control
simulation is divided into two simulations of 230 years length, each, using the first
half to estimate N, and the second half to estimate ®..

To derive the upper and lower bounds of the natural variability, a bootstrap analysis
is conducted for the detection variable d.(t). Generally, d.(t) can be treated sim-
ilarly to the univariate timeseries analyzed in Baehr et al. (2006). However, some
differences arise in adding observational uncertainty to the simulated measurements.
Aiming to present a self-consistent description of the method here, we provide the
full detection algorithm. To the components forming the control detection vari-
able, random observation error ¢, is added for n; realizations before the intrinsic

bootstrap analysis is performed:

do(t,my) = NT (2, 2) [Re(t, 2, 2) + £, (t, mp, 2, 2)] | (5.5)
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and the bootstrap analysis is conducted for a range of length of observation
periods [, each starting at a different random starting point ¢*, yielding a detection
variable d(l,ny), depending on | and ny:

A5 (1, ny) = de(t*  * + 1, 1) (5.6)

This detection variable can subsequently be treated like a univariate timeseries: lin-
ear trends p*(l,np) are estimated by a least squares fit for each of these bootstrap
samples. For each length of observation period, the upper and lower bound confi-
dence limits are estimated (o = 0.05). The natural variability is described by an

interval of linear trends [ciower (1), Cupper (1)]-

5.4.1.4 Changes in the Forced Run

Similarly to the control simulation, we estimate trends in the forced simulation,
which can be used to test whether the forced run has left the range of natural
variability given by the control simulation. To include observational uncertainty
into the detection variable df(t), we again add random observation error to equation
(5.1):

ds(t,ny) = N T (2, 2) [t , 2) + £, (t, m4, 3, 2)] (5.7)

and conduct a bootstrap analysis for a range of length of observation periods,
which all start at the same fixed starting point tsq.¢:

d*(l, ’I’Lb) = d [t = tstart . (t = tstart) + l] . (58)

Linear trends p% (I,mp) are estimated by least squares fit for each length of observation
period, and for all bootstrap samples.
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5.4.1.5 Detection Time

To estimate the detection time, we first derive the times, ¢4.;, where the forced run

has left the given range of natural variability with 1 — & reliability:

ny
S [03(0,) < ctower (0]
tstart + l ,if =l np - 1= %
. nooo , 5.9
d t( ) ZI [(pf(l,l) > Cupper‘(l):| ( )
tstart +l 71f =1 np Z L= %
L 0 ,otherwise

where [ is the indicator function with argument a, which is equal to 1 if its

argument is true, and zero otherwise:

1 if  a=t
I(a) = o amhe (5.10)
0 ,if a = false

We denote as detection time, tp, the minimum (> 0) of £ge;:

tp = min{tge}, (5.11)

i.e., the first time at which the forced run has left the range of natural variability,
given by the control run, with 95 percent reliability.

5.4.2 Results of the Detection Analysis

We simulate the continuous observations of density with the RAPID-MOC array
at 26°N, as described in section 5.2.3. Initially, we consider an observing system
without observation error. The detection variables for the forced simulation (d¢(t)),
and the control simulation (d.(t)) are calculated following equations 5.1 and 5.4, re-
spectively (figure 5.4). We average N and the climate vector ¥y or W ., respectively,
over the eastern and western boundaries (as used in figures 5.2 and 5.4), and sub-
tract the resulting profiles from each other, before computing the detection variables.

Depending on the depth over which the detection variable for the forced simulation
is computed, the signal-to-noise ratio varies significantly. If the full water column
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Fig. 5.4: Detection variables for the forced simulation (red) and control simulation (black) over
different depths: (a) 100 m to 960 m, (b) 1000 m to bottom (5720 m), (¢) 1700 m to bottom, (d)
1700 m to 3100 m. The indicated upper and lower limits of the control detection variable (horizontal
black lines) correspond to £ 1.96 standard deviations of d.. The detection variable is based on zonal
density differences, eastern boundary minus western boundary. The boundaries extend from 70°W
to 80°W (western boundary) and 26°W to 36°W (eastern boundary).

(over the full transect) is considered, no trend is visible [not shown|. A weak trend
is apparent if the strongly varying top 100 m of the water column are left out (figure
5.4a). Note that constraining the analysis to the top 1000 m of the water column
or considering the full depth (below 100 m) does not significantly change the shape
of the detection variable. Between 500 m and 1000 m, waters warm and freshen
significantly, with compensating effects on the density difference (c¢f., figure 5.3d).
Considering the water column between 1000 m and the bottom does not enhance
the signal (figure 5.4b), whereas the zonal density difference shows a strong decrease
at depths between 1700 m and the bottom (figure 5.4c). Most of this signal is found
between 1700 m and 3100 m (figure 5.4d). While the zonal difference in salinity de-
creases with time throughout the water column, temperature differences are mainly
constrained to the top 2000 m. The detection variable computed in figure 5.4d is
therefore dominated by haline changes in the zonal density difference. However,
neither the detection variable derived from zonal salinity difference nor temperature
difference alone provides a reliable estimate of the zonal density difference. These
detection variables allow for a visual estimate of the respective detection time, but
they do not allow to derive a formal statistical statement about the respective de-

tection time.
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Fig. 5.5: Detection variables for hydrographic occupations of 26°N over different depth ranges: (a)
100 m to 960 m, (b) 1000 m to bottom (5720 m), (c) 1700 m to bottom, (d) 1700 m to 3100
m. The indicated upper and lower limits of the control detection variable (horizontal black lines)
correspond to £ 1.96 standard deviations of d.; identical to the confidence limits shown in figure
5.4. The detection variable is based on zonal density differences, eastern boundary minus western
boundary. The boundaries extend from 65°W to 75°W (western boundary), 25°W to 35°W (eastern

boundary).

For comparison with the modelling results, the corresponding detection variable
based on the five hydrographic occupations of the 26°N transect are calculated (fig-
ure 5.5). The observed detection variable is the result of projecting the observed
zonal density difference onto the fixed spatial pattern of natural variability provided
by the control simulation of the model (N), equation (5.3). Note that again, we
compute the detection variable based on anomalies by subtracting the time-mean
over all observations from the individual observations. Comparing the same depth
ranges as used in figure 5.4, we find that none of the analyzed depth ranges shows a
significant trend between 1957 and 2004 (figure 5.5), implying no MOC trend over
the past 50 years.

To conduct a formal detection analysis, the detection algorithm described in section
5.4.1.5 is applied. We add observation error to the detection variable derived from
the simulated observations. For both d*(l,n;) and d*(I,n;), we use n, = 10% re-
alizations of the respective observation uncertainty (identically, independently and



5.5. Discussion 97

Tab. 5.1: Detection time (95 percent upper confidence limit; in years) for different observation
errors and zonal density differences over different depths. The three numbers represent the three
realizations of the forced run.

Depth range Observation error

g, =0.005 kgm™> e,=00lkgm > ¢,=0015kgm >
100 m - 960 m 59, 36, 11 60, 36, 11 60, 37, 11
100 m - 5720 m 60, 45, 11 59, 48, 11 60, 51, 11
960 m - 5720 m 75, 46, 57 92, 52, 61 93, 58, 61
1700 m - 5720 m 30, 36, 31 47, 36, 37 59, 36, 42
1700 m - 3070 m 25, 10, 30 29, 11, 30 39, 12, 35

normally distributed random noise) of different magnitudes. We use identical mag-
nitudes for €,(n;) in the control and forced simulations, e.g., 0.005 kg m™ (standard
deviation). The detection times, computed following equation (5.11), differ consid-
erably between the different depth ranges (table 5.1). Considering the full water
column with only leaving out the top 100 m results in a detection time (95 percent
reliability) of around 60 years. This detection time is reduced by about 50 percent
if the analysis concentrates on the range between 1700 m and 3100 m. Different

magnitudes of observation error have little influence on the detection times (table
5.1).

5.5 Discussion

To derive a detection variable for anthropogenic MOC changes, we use - in devia-
tion of Hasselmann (1979, 1993) and Hegerl et al. (1996) - a fixed spatial pattern
of natural variability onto which we project the (simulated) observations. There-
fore, we do not make any assumption about the anticipated long-term change in
the underlying pattern. The employed fixed spatial pattern of natural variability is
sought to be available from real observations (though not yet at present), whereas
the selection of a suitable guess pattern (as in e.g., Hegerl et al. (1996)) is inherently
dependent on the quality of the chosen model. Note that our fixed spatial pattern
of natural variability N (as described by equation 5.3) does not represent the full
climate noise; the truncation level is not derived from a formal statistical algorithm,
but follows physical arguments. In further deviation from Hegerl et al. (1996), we
do not use linear trends to represent the time dependence of the climate signal in
the detection variable. We do, however, approximate the climate signal with linear
trends over varying lengths of time intervals, when computing the detection time,
following Santer et al. (1995) and Baehr et al. (2006).
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The employed fixed spatial pattern of natural variability is model-based, but it
has been confirmed against observations (section 5.3.1). This time-independent,
fixed spatial description of the natural variability, derived from the model’s control
simulation, can therefore be used to test independently whether the forced model
simulation or the observations have left this given range of natural variability, 7.e.,
whether an MOC change is detected in the respective (simulated) observations or
not. Analyzing the forced model simulation suggests that the detection variable is
sensitive to anthropogenic forcing (figure 5.4), and anthropogenic changes in the
MOC can be detected within a couple of decades (table 5.1). Repeating the analysis
for the existing observations (Bryden et al., 2005) suggests that the observed vari-
ations in the density field and its associated meridional transports are within the
model’s natural variability (figure 5.5).

The classical approach for a multivariate analysis was established by Hasselmann
(1979, 1993) and Hegerl et al. (1996). With such an optimal fingerprint method
anthropogenic changes in the temperature field at the depth-longitude transect at
26°N would be detected within the first two decades after 2000 [not shown]. This
detection time does, however, not distinguish between temperature changes related
to an MOC change, and temperature changes unrelated to an MOC change. Us-
ing the meridional transport field yields detection times of about 70 years, i.e. no
improvement over the univariate analysis of an MOC timeseries. For the relatively
small extent of a single zonal transect (that is not an ocean basin average) the op-
timal fingerprint technique is of limited use: the number of empirical orthogonal
functions (EOFs) needed to yield a stable estimate of the noise covariance matrix -
whose inverse is used to rotate the guess pattern, yielding the optimal fingerprint -
is too large to allow for a sufficiently large space for optimizing the fingerprint. An
optimal fingerprint based on such a limited rotation does not provide an improved
detection time compared to that delivered by the original guess pattern.

Instead of considering a different quantity than the MOC, we have initially inves-
tigated including additional information at several depths, i.e. the vertically unin-
tegrated meridional transports. Both an optimal fingerprint following e.g., Hegerl
et al. (1996), and the method introduced in section 5.4.1, detect changes in the MOC
after about 70 years (in the given climate change scenario; not shown), whereas the
univariate analysis results in detection times of about 60 years Baehr et al. (2006).
Detection times improve when the vertical integral of the meridional transports,
1.e., the MOC is derived. Correlations between the zonally integrated transports
at different depths are very low. Vertical integration results in higher correlation
coefficients between adjacent depths and imply a higher signal-to-noise ratio; this



5.5. Discussion 99

in turn, yields smaller detection times for a single MOC timeseries than a suite of

meridional transport timeseries.

We show that the detection times depend largely on the chosen depth range, rather
than the chosen observation error added to the zonal density gradient (table 5.1).
We have, however, not included any observational uncertainty in the estimate of
the fixed spatial pattern of natural variability. While it would be desirable to in-
clude uncertainty in the MOC estimate, it would result in multiplying two random
numbers (equation 5.7), which in turn would result in a detection variable that is
not normally distributed. Including observational uncertainty to the MOC estimate
alone, and not to the simulated density measurements, results in somewhat increased
detection times [not shown].

Although we use three simulations of a climate change scenario, and find the results
to be robust across these realizations, the conclusions are still dependent on the
particular model employed; especially with respect to the reliable separation of the
global warming signal and MOC changes. However, the estimate of the fixed spatial
pattern of natural variability is based on physical reasoning (cf., section 5.3.2), and
in addition, we find the pattern to be consistent with observations (cf., section 5.3.1).

A further question is whether additional observations allow for a faster detection. In
part, Vellinga and Wood (2004) addressed this question using optimal fingerprints.
In a next step, Vellinga and Wood’s (2004) findings could be combined with the
results of the present study, i.e., testing whether the addition of another latitude
improve detection times. However, to apply the resulting conclusions to the real
ocean, further knowledge about the dynamics of potential MOC changes is needed
in addition to the formal detection analysis. This investigation of the propagation
of the MOC signal, and the coherence of the MOC cell are beyond the scope of this
paper, and the assessment of additional observations to improve the detection time
is therefore left for future study.
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5.6 Conclusions

Based on our analysis of the five hydrographic occupations of the 26°N transect,
and our simulated MOC and density observations in the particular solutions of
ECHAMS5/MPI-OM, we conclude:

1. The changes in existing density observations and related meridional trans-
ports at 26°N (Bryden et al., 2005) are within the model’s range of natural
variability.

2. Using a realizable set of observations, a reliable detection variable for anthro-
pogenic MOC change can be derived by projecting (simulated) observations
onto a suitably chosen observed representation of the natural variability, dis-
playing a fixed spatial pattern.

3. Zonal density gradients at 26°N yield a reliable detection variable for MOC
changes at 26°N. Observations limited to the eastern or the western bound-
ary, or either the salinity or the temperature field alone, are not capable of

delivering this information.

4. For zonal density gradients between 1700 m and 3100 m at 26°N, with an
assumed observation error of 0.01 kg m™3, the detection time (95 percent
reliability) is about 30 years; a reduction by about 50 percent, compared to

using a univariate MOC timeseries.
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6. CONCLUSIONS AND OUTLOOK

6.1 Conclusions

I conclude this thesis by means of the questions posed in the introduction (chap-
ter 1.3), based on the results of ‘deploying’ an MOC monitoring array in different

numerical models.

6.1.1 Does a similar MOC monitoring array work at other -
dynamically and geographically less special - latitudes in the
North Atlantic?

Monitoring arrays with profiles at about 10 locations, similar to the feasible setup for
26°N (9 profiles), were tested at two different latitudes, namely at 36°N, and 53°N.
36°N represents a subtropical latitude with a western boundary current that is not
confined to a shallow strait. If this western boundary current is to be reconstructed
from density profiles alone, a qualitatively similar reconstruction to that achieved
at 26°N requires 12 profiles in total (chapter 2.3.2). 53°N is at the boundary to
the subpolar gyre and exhibits much weaker stratification than the two subtropical
latitudes. At this transect, the tested array is not able to capture the main charac-
teristics of the MOC (chapter 2.3.2). However, with the additional use of bottom
velocities, a reconstruction that is qualitatively similar to that found at 26°N and
36°N can be achieved (chapter 2.3.4).

Hence, MOC monitoring based on the monitoring strategy proposed by Marotzke
et al. (2002) and Hirschi et al. (2003) is applicable - in the model employed - at
latitudes where bottom velocities are small. At these latitudes, an array based
on density and surface wind stress measurements can reproduce the MOC in its
temporal and vertical structures. In contrast, at latitudes of high bottom velocity
only an array including additional observations of the complete bottom velocity field
is able to capture the main characteristics of the MOC.
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6.1.2 Can the intuition-based array design be improved by an
optimized array design?

Two optimization techniques (sequential and global optimization) were tested at
26°N and 53°N. I found that sequential optimization does not improve on heuris-
tic array design, since the incremental addition of profiles is not able to capture
the characteristics of this convex problem (chapter 3.3.2). The global optimization,
however, outperforms the heuristic array design if one chooses to optimize the MOC
timeseries at 1000 m at both latitudes (chapter 3.3.3). But at 53°N, i.e., at a lati-
tude where the proposed monitoring strategy does not have the ability to reproduce
the MOC at 1000 m, the improved quality of the global optimization over heuristic
array design relies mainly on an accidental compensation of transport overestimates
and transport underestimates, and the suggested setup is not physically meaningful
(chapter 3.3.5).

Hence, global optimization has the potential to facilitate pre-deployment array de-
sign. However, the physical meaningfulness of the results has to be established
subsequently, as the global optimization might merely represent an accidental com-
pensation of misfits.

6.1.3 Is the proposed 26°N MOC monitoring array able to
reliably capture long-term changes in the MOC?

In the model employed, the proposed 26°N MOC monitoring array is able to cap-
ture the short-term variability, the long-term (up to multidecadal) variability, and
changes in the mean value induced by anthropogenic forcing (chapter 4.2.3).

6.1.4 Can changes in the MOC be detected faster with array
measurements at 26°N or with repeated hydrographic
transects?

To investigate this question, I analyze three realizations of the emissions scenario
A1B! in a coupled model, in which the MOC gradually weakens by 30 percent
between 2001 and 2100, but does not collapse. Applying a statistically rigorous de-
tection algorithm to a univariate MOC timeseries yields that observation periods of
less than 20 years carry a high probability to result in ‘false alarms’. If MOC changes

! In this scenario, the CO» concentrations rise from 380 ppmv (year 2001) to 700 ppmv (year
2100). The simulations are extended until the year 2199 with greenhouse gas concentrations fixed
at the levels of the year 2100.
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at 26°N should be detected on the basis of a univariate MOC timeseries with a reli-
ability of 95 percent, decades to a century of continuous observations are required,
depending on the observation error (chapter 4.3.2.2). For an observation error of
3 Sv (standard deviation), and a detection with 95 percent reliability, continuous
observations result in a detection time of about 100 years, while hydrographic sec-
tions every 20 years result in a detection time of about 120 years (chapter 4.3.2.2).
Note that the detection time for continuous observations with an observation error
of 1 Sv is reduced to approximately 60 years (with 95 percent reliability) (chapter
4.3.2.2).

A multivariate detection analysis yields considerably shorter detection times of the
MOC weakening in the same A1B scenario simulation. However, this result applies
not to a composite of transport timeseries, but rather using zonal density gradients
at 26°N: the detection time (95 percent reliability) that results from examining zonal
density gradients between 1700 m and 3100 m at 26°N, with an assumed observation
error of 0.01 kg m™3, lies at about 30 years (chapter 5.4.2).

Hence, in this particular model and emission scenario, MOC changes at 26°N are
detected (%) after more than a century using repeated hydrographic transects, (i7)
after 60 to 100 years for a univariate timeseries derived from an MOC monitoring
array, and (iii) after about 30 years for a multivariate analysis of zonal density
gradients derived from an MOC monitoring array.

6.1.5 Based on the already existing measurements of density and
related meridional transports at 26°IN, is it possible to
distinguish between natural variability and a real trend in
the MOC strength?

To test this, I project the observations onto a time-independent, fixed spatial pat-
tern of natural variability of the zonal density gradients (chapter 5.4.1). This natural
variability is derived from the model’s control simulation, but has been confirmed
against observations: the observed difference in temperature and salinity found be-
tween the 1957 and the 2004 occupation of the 26°N section are similar to the
anomaly patterns found in the model when temperature and salinity are regressed
against the strength of the MOC (chapter 5.3.1). For each observation year, a detec-
tion variable is computed and compared to a confidence interval that is computed
by projecting simulated observations within an independent control simulation onto
the derived pattern of natural variability. Over none of the analyzed depth ranges is
a significant trend found in the detection variable between 1957 and 2004 (chapter
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5.4.2), implying that there has been no detectable MOC trend over the last 50 years.

Hence, the changes in existing density observations and related meridional transports
at 26°N (Bryden et al., 2005) are within the employed model’s range of natural

variability.

6.1.6 Concluding Remarks Regarding MOC Monitoring at 26°N

The results presented here suggest that continuous MOC monitoring at 26°N could
play an essential role in assessing the strength of the MOC and its variability. Here,
I briefly summarize the findings of this thesis with respect to the latitude’s 26°N
particular adequacy for MOC monitoring.

The continuous monitoring of the confined western boundary current ensures cov-
erage of the depth-dependent velocities, which in turn allows one to recover the full
MOC from additional density and zonal wind stress measurements. The underlying
assumption that the thermal wind and Ekman contribution are the dominant terms
in the force balance governing the MOC is not readily justified at other latitudes
(chapter 2.3.4); this result has been confirmed by the findings of Kohl (2005) and
Hirschi and Marotzke (2006).

For any given reliability in the detection of MOC changes at 26°N, a continuous ob-
serving system is less expensive than repeated hydrographic sections (chapter 4.4).

Zonal density gradients at 26°N yield a reliable detection variable for MOC changes
at 26°N; observations limited to the eastern or the western boundary, or either the
salinity or the temperature field alone, are not capable of delivering this information
(chapters 5.3.2, 5.4.2).

The uninterrupted continuation of the deployed RAPID-MOC 26°N array is a nec-
essary step towards the continuous observation of the MOC. An immediate ad-
vancement of it will be an improved understanding of the variability of the different
transport components at short timescales. This will allow for a partial re-design
of the array, with the ultimate goal of the operational deployment of a continuous
observing system. Such an observing system would then permit improved studies of
the attribution and prediction of future MOC changes.
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6.2 Outlook

MOC observations at 26°N are only a first step towards a comprehensive observing
system of the North Atlantic MOC. However, the results presented here suggest that
the RAPID-MOC 26°N array should be an integral part of such a system, and it is
therefore necessary to continue the RAPID-MOC measurements at 26°N.

A comprehensive observing array for the North Atlantic MOC needs to be designed
aiming at continuous observation and ultimately predicting the MOC. The identifi-
cation of the optimal locations for the required measurements to monitor the MOC
is an important research task, and - in advance - investigations into the nature of
the propagation of the MOC signal and the coherence of the MOC cell are necessary.
Further, the locations and oceanic fields that allow to forecast MOC changes months

or years ahead, need to be identified.

In a first step, an integrated picture of the existing observing campaigns that have
been in place to monitor transports in the North Atlantic would be useful. These
observational campaigns spread over a variety of locations (and timescales): for ex-
ample, the 16° MOVE western boundary current array, direct low measurements at
the exit of the Labrador Sea, overflow measurements at the Faroe-Shetland channel
and in the Denmark Strait, the OVIDE project, and the other RAPID UK projects.

Subsequently, these data need to be combined in a model-data synthesis based on
data assimilation, using e.g., the ECCO model (e.g., Stammer et al., 2002, 2003).
Such synthesis allows one to describe the spatial and temporal signal of MOC vari-
ability (e.g., Wunsch and Heimbach, 2006), and investigate its underlying dynamics.

Future array design concerning the detection of MOC changes might include a mul-
tivariate analysis with respect to extending the climate vector with respect to its
spatial dimension an the employed variables. Additionally, optimal observations
(e.g., Kohl and Stammer, 2004; Kohl, 2005) provide a powerful tool to identify suit-
able places and variables for monitoring and predicting the MOC.

Ultimately, the results of such model-based studies should be connected to actual
field work. The design of future observational campaigns could rely on a combination
of both observational insights and the knowledge gained from model-based array
design studies; eventually aiming to jointly realize and operate the most adequate
observing network for monitoring and predicting MOC changes.
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