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Abstract 

 

In Germany, salt formations are considered to be suitable to host a deep geological reposito-

ry for radioactive waste. However, local stress changes adjacent to man-made openings lead 

to the evolution of an excavation damaged zone (EDZ) during and after excavation. Such an 

EDZ can have a major impact on the operation of a radioactive waste repository since it rep-

resents a region where progressive failure occurs. This decreases the material strength and 

thus increases the permeability of the originally tight host rock. The objective of this investi-

gation is determined by the need to develop a modeling strategy that can be applied to 

simulate the permeability increase due to mechanical deterioration of rock salt, in particular 

that occurring in the EDZ. In order to simulate the shape and arrangement of crystal grains in 

rock salt, discontinuum approaches were applied using polyhedral elements for the simula-

tion. The polyhedral-shaped discrete elements, which were used here, are called Voronoi 

polyhedra. 

 

The discrete element method (DEM) differs fundamentally from the continuum approach 

used so far for salt mechanics problems. Since the shape and arrangement of grains can 

strongly influence the damage behavior of rocks, it was first checked how well the Voronoi 

tessellation corresponds to the microstructure of real rock salt samples. The comparison of 

real and simulated microstructures is based on quantitative image analysis of thin sections of 

rock salt by determining typical microstructural features, e.g. shape, size, and orientation of 

grains. The sphericity and the length-to-width ratio of grains correspond well to the rock salt 

samples used for comparison but there are differences regarding the grain size distribution 

and the orientation of the grains. The rock salt samples show a significantly larger proportion 

of smaller grains. Furthermore, a directional anisotropy in terms of particle shape was recog-

nized. However, a further adaption of the polyhedral elements was not carried out in order to 

avoid the generation of smaller polyhedral edges or bad-quality zone elements. 

 

The DEM subdivides the volume into smaller elements and thus describes a discontinuous 

distribution of rock salt grains at the microscopic level. Thus, the controlling processes for 

mechanical deterioration of rock salt at grain scale were identified by making a distinction 

between physical processes occurring within and between the salt grains. It has been de-

scribed in the literature that both intra- and intercrystalline deformation processes are related 

to each other. Incompatibilities in the plastic deformation of adjacent crystal grains cause 

local stresses at the grain boundaries, which lead to the formation of intergranular mirco 

cracks. Therefore, anisotropic plastic deformation behavior of individual grains should be 

considered when using constitutive models. However, since suitable models are not availa-

ble and the entirely new development of a suitable anisotropic constitutive model would go 

beyond the scope of this project, simple constitutive models were used and optimized. The 

objective was to adjust the cooperative nature of crystal plasticity and cracking along the 

grain boundaries due to an appropriate parameter combination.  

 

The EDZ is formed immediately after excavation due to local stress changes. Assuming that 

time-dependent creep (dislocation creep) has no impact on the formation of the EDZ, only 

short-term deformation was taken into account, i.e., evolution of dilatancy due to microstruc-

tural deterioration, primary creep caused by strain hardening (dislocation glide), short-term 
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compressive strength, and residual strength above the peak strength. To simulate the defor-

mation within the salt grains, a continuum-based Mohr Coulomb criterion with an additional 

strain hardening approach was used. Plastic dilatancy due to fracturing along the grain 

boundaries is based on a continuum Mohr Coulomb elasto-plastic criterion (shear yield func-

tion) including a tension cut-off condition (tension yield function). The friction angle was set to 

zero to simulate ideal plastic material behavior and the residual cohesion was set to zero to 

simulate frictional sliding after slip has occurred. The remaining micro parameters used in the 

distinct element code to describe the mechanical behavior for both grains and grain bounda-

ries are not known and needed to be calibrated. The identification of material parameters is 

often conducted by back-calculation of laboratory experiments. However, standard laboratory 

tests, e.g. compression tests, are only applicable to provide information about the macro-

scopic deformation. For this purpose, further laboratory tests were conducted to derive 

material parameters used in the constitutive models. Combined acoustic emission and uniax-

ial compression tests as well as microstructural analyses were carried out to dissolve the 

macroscopic behavior micromechanically. The information obtained was then used for pa-

rameter identification utilizing optimization methods. The objective was to identify the best 

estimate of the micro-parameter values that can be applied to simulate the laboratory results 

performed. With regard to the axial strain, a comparison to laboratory and numerical tests 

succeeded well. Axial stresses reach approximately the axial compressive strength of the 

laboratory test with values of 27 MPa. The lateral strain accumulation of up to 0.1% is also 

identical to laboratory results. However, with increasing stress it comes to a lower elongation 

in lateral direction in contrast to laboratory results. Since the volumetric strain results directly 

from axial as well as lateral strain, significant increase in volumetric strain is less pronounced 

in the numerical analysis due to lower lateral strain accumulation. To make a qualitative 

comparison between the numerical analysis and the acoustic emission (AE) testing, the on-

set of failure at contacts was equated with events detected by AE testing. The onset of failure 

is identified at stress levels above 3 MPa. The number of tensile fractures increases continu-

ously and the maximum is reached between 10 and 12 MPa axial stress. At the beginning of 

loading, tensile fractures appear more frequently than shear fractures, which is in good 

agreement with laboratory results. It also has been shown that the correct mechanical behav-

ior is mainly achieved by an adequate parameter set controlling grain deformation and 

deformation along the grain boundaries. 

  

The calibrated parameter combination was then used to generate realistic fracture networks 

occurring in the EDZ. For this purpose, the excavation of a drift is simulated with continuum 

mechanical approaches and the zone stresses are recorded in certain parts and for certain 

depths of the EDZ. The zone stresses are then transferred as boundary stresses on a dis-

continuum model that comprises polyhedral elements to simulate the fracture development at 

grain scale. The results of the DEM modelling show a fracture-induced anisotropy and frac-

tures are oriented parallel to the maximum principal stress. It could be shown that the most 

damaged region is at a depth of 0.5 m from the drift contour. Between 2-3 m depth the frac-

ture density decreases considerably. The results are in good agreement with simulations 

performed with continuum mechanical approaches and using the dilatancy boundary after 

Critescu & Hunsche (1998) to describe the damage in rock salt. 
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The permeability increase in the EDZ can compromise the sealing function of the originally 

tight rock salt. Therefore, the specification of adequate permeability values is mandatory 

since it provides information about major pathways for fluid flow. However, the larger number 

of fractures makes the discontinuum approach less efficient for large-scale modelling and 

methods are needed to upscale the information gained from discontinuum modelling. The 

commonly used method is based on the following principle: the fluid flow of a discontinuum 

model with fractures explicitly represented is similar to that of a continuum model having 

equivalent hydraulic properties. For this purpose, the hydraulic conductivity tensor of the frac-

ture systems which have already been generated was investigated by simulating the flow 

under different hydraulic head directions. This allows the specification of directionally de-

pendent (anisotropic) permeability values that can be used as input parameters for large-

scale modelling. The models must be calibrated which is generally similar to the procedure 

used for calibrating the mechanical input parameters: fracture transmissivities are varied until 

conformity between measured and simulated results is achieved. However, it is very difficult 

to obtain relevant hydraulic information, and there was no data available that was suitable for 

calibration. The transmissivity through fractures is based on the cubic law that considers fluid 

flow between smooth-walled plates with a given aperture. For a first estimate, the aperture of 

fractures was therefore adjusted based on information coming from microscopic investiga-

tions. However, quantifiable and reliable permeability values depend mainly upon suitable 

aperture values since a change of 3 orders of magnitude in aperture would result in a 9 order 

of magnitude change in permeability. Nevertheless, realistic permeability values in the order 

of 10-15 m2 could be numerically calculated. The anisotropy of the fracture pattern is also re-

flected in the hydraulic conductivity tensor. An anisotropy factor of 1.73 can be specified at a 

depth of 0.5 m from the drift contour. For depths of 0 m and 2 m no tensor ellipsoid could be 

specified since the simulated fracture connectivity is below the percolation threshold. 

 

In the first phase of the project, in situ experiments were conducted in order to verify the 

sealing injection technique using liquid silica. In situ experimental injection tests of liquid sili-

ca were performed in a small area of the EDZ in the mine Niedersachsen Riedel in Germany. 

The liquid silica was mixed with the fluorescent dye Uranin to visualize the silicate in rock 

salt. Once the work was completed and after a waiting period of three months, drill cores 

were taken from the injected host rock and thin sections were prepared to inspect the frac-

ture system microscopically. However, a large-scale and continuous penetration of sodium 

silicate solution was not visible in the analyzed thin sections. Nevertheless, valuable and 

important insights and previously unknown phenomena could be described. It had previously 

not been known where the reaction solution remains after the injection of sodium silicate. It 

was shown that the reaction solution may continue to migrate into the rock salt and become 

trapped within the crystal structure in the form of fluid inclusions. Furthermore, it could be 

shown that sodium silicate solution can penetrate into crack systems with widths less than 10 

microns and seal them. 

 

The last part of the study is about the long-term stability of liquid silica improved rock salt 

samples. A laboratory research program was conducted during the first phase of the project 

which considered an injection of rock salt with sodium silicate solution. The influence of the 

contact with NaCl and MgCl2 solutions on the mineral content and the composition of the 

solutions were investigated. These studies have been completed by analyzing the solubility 
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of amorphous silica in saturated NaCl solutions with MgCl2 of varying concentration. Addi-

tionally, it was tested whether amorphous silica is able to act as a chemical barrier by 

analyzing the reaction behavior of selected trace elements in contact with amorphous silica. 

It could be shown that in saline environment, the silicate is insoluble in saturated brines, 

transforms over time into stable crystalline SiO2-phases and forms stable MOC-Phases in the 

presence of Mg2+. First laboratory tests to verify the use (application) of silicate to act as a 

chemical barrier against repository-relevant elements supply promising results. In the course 

of the experiment, a decrease in the concentration of several elements is observed. This 

means that amorphous silicate may act as a chemical barrier for specific elements in the sa-

line environment.  

 

 



 
 

TEC-36-2015-AB   FKZ 02 E 11082  
  final report 9 

 

Zusammenfassung 

 

In Deutschland werden Salzformationen als geeignete Standorte für tiefe geologische Endla-

ger für radioaktive Abfallstoffe angesehen. Lokale Spannungsänderungen können jedoch 

während und nach der Auffahrung zur Ausbildung einer Auflockerungszone (ALZ) führen. 

Solch eine Auflockerungszone kann wesentliche Auswirkungen auf den Betrieb eines Endla-

gers für radioaktive Abfälle haben, da sie einen Bereich darstellt, wo das Wirtsgestein 

geschädigt ist. Das verringert die Materialfestigkeit und erhöht somit die Permeabilität des 

ursprünglich dichten Wirtsgesteins. Das Ziel dieser Untersuchungen ist die Entwicklung einer 

Modellierungsstrategie, die dazu verwendet werden kann, den Permeabilitätsanstieg in der 

Auflockerungszone von Steinsalz aufgrund von mechanischer Schädigung zu modellieren. 

Zur Simulation der Form und Anordnung von Kristallkörnern in Steinsalz wurden Diskontinu-

umsansätze eingesetzt, die polyedrische Elemente für die Simulation verwenden. Die hier 

verwendeten polyedrischen Diskreten Elemente werden Voronoi Polyeder genannt. 

 

Die Diskrete Elemente Methode (DEM) unterscheidet sich grundlegend von dem üblicher-

weise in der Salzmechanik verwendeten Kontinuumsansatz. Da die Form und Anordnung 

der Körner wesentlichen Einfluss auf das Schädigungsverhalten eines Gesteins haben kön-

nen, wurde zunächst untersucht, wie gut die Voronoi-Elemente die Mikrostruktur von 

Steinsalzproben abbilden. Der Vergleich von realen und simulierten Mikrostrukturen basiert 

auf einer quantitativen Bildauswertung von Dünnschliffproben zur Ermittlung typischer mikro-

struktureller Eigenschaften, wie z.B. Form, Größe und Orientierung der Körner. Die 

Sphärizität und das Länge-Breite-Verhältnis der Körner weisen eine gute Übereinstimmung 

mit den für den Vergleich genutzten Steinsalzproben auf. Allerdings gibt es Unterschiede bei 

der Korngrößenverteilung und der Kornorientierung. Die Steinsalzproben haben einen we-

sentlich höheren Anteil an kleineren Körnern. Außerdem wurde eine Richtungsabhängigkeit 

(Anisotropie) bezüglich der Form der Elemente festgestellt. Eine weitere Anpassung der Po-

lyederelemente wurde jedoch nicht vorgenommen, um zu vermeiden, dass kleinere 

polyedrische Kanten oder Elemente mit Bereichen schlechter Qualität erzeugt werden. 

 

Die DEM unterteilt das Volumen in kleinere Elemente und beschreibt so eine diskontinuierli-

che Verteilung von Steinsalzkörnern auf mikroskopischer Ebene. Die Unterscheidung 

zwischen physikalischen Prozessen innerhalb und zwischen Salzkörnen stellt daher eine 

erste wesentliche Grundlage für die Wahl geeigneter Stoffmodelle dar. In der Literatur wird 

beschrieben, dass sowohl inter- als auch intrakristalline Verformungsprozesse miteinander in 

Verbindung stehen. Inkompatibilitäten in der plastischen Verformung angrenzender Kristall-

körner erzeugen lokale Spannungen an den Korngrenzen, die zur Bildung intergranularer 

Mikrorisse führen. Bei der Verwendung von Stoffmodellen sollte deshalb das anisotrope 

plastische Verformungsverhalten der einzelnen Körner berücksichtigt werden. Da geeignete 

Modelle jedoch nicht zur Verfügung stehen und die Neuentwicklung eines geeigneten aniso-

tropen Stoffmodells den Rahmen dieses Projektes überschreiten würde, wurden einfache 

Stoffmodelle verwendet und optimiert. Ziel war es, das Zusammenwirken von Kristallplastizi-

tät und Rissbildung entlang der Korngrenzen mit Hilfe einer geeigneten 

Parameterkombination zu simulieren.  
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Die ALZ wird direkt nach der Auffahrung aufgrund lokaler Spannungsänderungen gebildet. 

Ausgehend davon, dass zeitabhängiges Kriechen (Versetzungskriechen) keinen Einfluss auf 

die Ausbildung der ALZ hat, wurden nur zeitunabhängige Verformungsprozesse berücksich-

tigt, d.h. Entwicklung der Dilatanz aufgrund mikrostruktureller Schädigung, primäres Kriechen 

aufgrund von Verfestigungsprozessen (Versetzungsgleiten), Kurzzeitfestigkeit und Restfes-

tigkeit oberhalb der Höchstfestigkeit. Um die Verformung innerhalb der Salzkörner zu 

simulieren, wurde ein kontinuumbasiertes Mohr-Coulomb-Kriterium mit zusätzlichem Verfes-

tigungsansatz gewählt. Für die Korngrenzen wurde ein Mohr-Coulomb Ansatz gewählt. Der 

Reibungswinkel wurde auf Null gesetzt, um ideales plastisches Materialverhalten zu simulie-

ren. Oberhalb der Bruchgrenze wird ein einfaches Reibgesetz angenommen.  

 

Geeignete Kennwerte für die in den Stoffmodellen verwendeten Parameter zur Beschreibung 

des mechanischen Verhaltens in und entlang der Körner sind allerdings nicht bekannt und 

müssen kalibriert werden. Materialparameter werden häufig durch Rückrechnung von Labor-

versuchen ermittelt. Mit Standardlaborversuchen, z.B. Druckversuchen, können allerdings 

nur Informationen über makroskopische Verformungen ermittelt werden. Zu diesem Zweck 

wurden weitere Laborversuche zur Ermittlung von Materialparametern für die Materialmodel-

le durchgeführt. Um das makroskopische Verhalten mikroskopisch aufzulösen, wurden 

einaxiale Druckversuche mit akustischen Emissionsmessungen sowie mikrostrukturellen 

Analysen kombiniert. Die so erhaltenen Informationen wurden dann mit Hilfe von Optimie-

rungsmethoden zur Identifizierung von Parametern verwendet. Ziel war es, geeignete 

Kennwerte für die Mikroparameter zu ermitteln, die am besten zur Simulation der durchge-

führten Laborversuche verwendet werden können. Hinsichtlich der Axialspannung war ein 

Vergleich mit den Laborversuchen und numerischen Versuchen sehr erfolgreich. Mit Werten 

von 27 MPa erreichen die Axialspannungen ungefähr die axialen Druckspannungen der La-

borversuche. Auch die Querdehnung von bis zu 0,1% entspricht den Laborergebnissen. Im 

Gegensatz zu den Laborergebnissen kommt es jedoch mit zunehmender Spannung zu einer 

geringeren Verformung in lateraler Richtung. Da die volumetrische Verformung ein direktes 

Ergebnis der axialen und lateralen Verformung ist, sind signifikante Erhöhungen der volumet-

rischen Verformung in den numerischen Analysen aufgrund der geringeren lateralen 

Verformung weniger stark ausgeprägt. Für einen qualitativen Vergleich zwischen den nume-

rischen Analysen und den akustischen Emissionstests wurde das Versagenseinsetzen an 

den Kontaktflächen mit Ereignissen, die bei den akustischen Emissionstests entdeckt wur-

den, gleichgesetzt. Schädigung tritt bei Spannungen über 3 MPa auf. Die Anzahl an Rissen 

nimmt kontinuierlich zu, wobei das Maximum bei einer axialen Spannung zwischen 10 und 

12 MPa erreicht wird. Zu Beginn der Belastung treten Spannungsrisse häufiger auf als 

Scherbrüche, was gut mit den Laborergebnissen übereinstimmt. Es zeigte sich auch, dass 

das richtige mechanische Verhalten hauptsächlich durch eine geeigneten Parameterkombi-

nation erreicht wird, der die Kornverformung und die Verformung entlang der Korngrenzen 

steuert. 

 

Mit der kalibrierten Parameterkombination wurden dann realistische, in der Auflockerungszo-

ne vorkommende Rissnetzwerke generiert. Zu diesem Zweck wird die Auffahrung einer 

Strecke mit einem kontinuumsmechanischen Ansatz simuliert, und die Spannungen in be-

stimmten Bereichen und für bestimmte Tiefen der Auflockerungszone aufgezeichnet. Die 

Spannungen werden anschließend als Randbedingungen in ein Diskontinuum-Modell über-
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tragen, das polyedrische Elemente zur Simulation der Rissentwicklung auf Kornebene bein-

haltet. Die Ergebnisse der DEM-Modellierung zeigen eine rissinduzierte Anisotropie, wobei 

die Risse parallel zur maximalen Hauptspannung angeordnet sind. Es konnte gezeigt wer-

den, dass sich der Bereich mit der größten Schädigung in einer Tiefe von 0,5 m von der 

Streckenkontur befindet. In einer Tiefe zwischen 2 und 3 m verringert sich die Rissdichte 

erheblich. Die Ergebnisse stimmen gut mit den Simulationen überein, die mit Ansätzen aus 

der Kontinuumsmechanik durchgeführt wurden und die Dilatanzgrenze nach Critescu & Hun-

sche (1998) zur Beschreibung der Schädigung des Steinsalzes verwendet haben. 

 

Die Erhöhung der Permeabilität der Auflockerungszone kann die Dichtfunktion des ursprüng-

lich dichten Steinsalzes beeinträchtigen. Deshalb ist die Angabe geeigneter 

Permeabilitätswerte zwingend erforderlich, da sie Informationen über wesentliche Lösungs-

pfade liefern. Durch die größere Anzahl an Rissen ist der Diskontinuum-Ansatz allerdings 

weniger effizient für große Modelle, und es werden Methoden benötigt, um die durch das 

Diskontinuumsmodell erhaltenen Informationen auf die Makroebene zu überführen. Das am 

häufigsten verwendete Verfahren basiert auf folgendem Prinzip: Der Durchfluss in einem 

Diskontinuum-Modell, in dem Risse explizit dargestellt werden, ähnelt dem eines Kontinuum-

Modells mit entsprechenden hydraulischen Eigenschaften. Zu diesem Zweck wurde der hyd-

raulische Durchlässigkeitstensor der numerisch simulierten Risssysteme bestimmt, indem 

der Fluss unter verschiedenen hydraulischen Gradienten simuliert wurde. Dies ermöglicht die 

Festlegung von richtungsabhängigen (anisotropen) Permeabilitätswerten, die als Input-

Parameter für die Modellierung im großen Maßstab verwendet werden können. Die Modelle 

müssen auch hier kalibriert werden, wobei die Methode der ähnelt, die für die Kalibrierung 

der mechanischen Input-Parameter verwendet wird: Die Transmissivität der Risse wird so 

lange variiert, bis die gemessenen und simulierten Ergebnisse übereinstimmen. Es ist jedoch 

sehr schwierig, relevante hydraulische Information zu bekommen, und es waren keinen Da-

ten verfügbar, die für eine Kalibrierung geeignet waren. Die Transmissivität durch Risse 

basiert auf dem kubischen Gesetz, die eine Flüssigkeitsströmung zwischen glatten Wänden 

mit bekannter Öffnungsweite berücksichtigt. Für eine erste Einschätzung wurde die Öff-

nungsweite der Risse deshalb basierend auf Informationen aus mikroskopischen 

Untersuchungen verwendet. Quantifizierbare und zuverlässige Permeabilitätswerte hängen 

jedoch hauptsächlich von geeigneten Öffnungsweiten ab, da eine Änderung der Öffnungs-

weite von 3 Größenordnungen eine Änderung der Permeabilität von 9 Größenordnungen zur 

Folge hätte. Trotzdem konnten realistische Permeabilitätswerte in Höhe von 10-15 m2 nume-

risch bestimmt werden. Die Anisotropie des Rissmusters spiegelt sich auch im hydraulischen 

Durchlässigkeitstensor wider. In einer Tiefe von 0,5 m von der Streckenkontur kann ein 

Anisotropiefaktor von 1,73 ermittelt werden. Für die Tiefen 0 m und 2 m konnte kein Tensor-

Ellipsoid ermittelt werden, da die simulierte Risskonnektivität unterhalb der Perkolations-

schwelle liegt. 

 

In der ersten Phase des Projektes wurden In-situ-Versuche durchgeführt, um die Injektions-

methode unter Verwendung von flüssigem Silica zu überprüfen. Diese In-situ-Versuche 

wurden in einem kleinen Bereich der Auflockerungszone des Bergwerks Niedersachsen Rie-

del in Deutschland durchgeführt. Das flüssige Silica wurde mit dem Fluorescein Uranin 

gemischt, um das Silikat im Steinsalz sichtbar zu machen. Nach Abschluss der Arbeiten und 

einer Wartezeit von drei Monaten wurden dem injizierten Wirtsgestein Bohrkerne entnom-
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men, von denen Dünnschliffe präpariert wurden, um das Risssystem mikroskopisch zu un-

tersuchen. Ein großräumiges und durchgängiges Eindringen der Natronwasserglaslösung 

war in den analysierten Dünnschliffen jedoch nicht sichtbar. Dennoch konnten wertvolle und 

wichtige Einblicke gewonnen und bisher unbekannte Phänomene beschrieben werden. Es 

war vorher nicht bekannt, wo die Reaktionslösung bleibt, nachdem das Natronwasserglas 

injiziert wurde. Es zeigte sich, dass die Möglichkeit besteht, dass die Reaktionslösung weiter 

in das Steinsalz eindringt und in Form von Lösungseinschlüssen in die Kristallstruktur einge-

bunden wird. Weiterhin zeigt sich, dass Natronwasserglaslösung in Risssysteme mit Weiten 

von weniger als 10 µm eindringen und diese abdichten kann. 

 

Der letzte Teil der Studie befasst sich mit der Langzeitstabilität von mit flüssigem Silica ver-

güteten Steinsalzproben. Während der ersten Phase des Projektes wurde ein 

Laborversuchsprogramm durchgeführt, das die Injektion von Steinsalz mit Natronwasser-

glaslösung vorsah. Der Einfluss des Kontaktes mit NaCl- und MgCl2-Lösungen auf den 

Mineralgehalt und die Zusammensetzung der Lösungen wurde untersucht. In diesen Studien 

wurde die Löslichkeit von amorpher Kieselsäure in gesättigter NaCl-Lösung mit variierendem 

MgCl2-Gehalt analysiert. Zusätzlich wurde das Reaktionsverhalten ausgewählter Spurenele-

mente in Kontakt mit amorpher Kieselsäure analysiert, um zu testen, ob amorphe 

Kieselsäure als chemische Barriere fungieren kann. Es konnte gezeigt werden, dass das 

Silikat in salzhaltiger Umgebung in gesättigten Lösungen nicht lösbar ist, sich mit der Zeit in 

stabile kristalline SiO2-Phasen umwandelt und in Anwesenheit von Mg2+ stabile MOC-Phasen 

bildet. Erste Laborversuche zur Überprüfung des Einsatzes von Silikat als chemische Barrie-

re gegenüber für Endlager relevante Elemente zeigen vielversprechende Ergebnisse. Im 

Verlauf des Experiments wurde eine Konzentrationsabnahme mehrerer Elemente beobach-

tet. Das bedeutet, dass amorphe Kieselsäure in einer salzhaltigen Umgebung für bestimmte 

Elemente als chemische Barriere fungieren kann. 
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1 Introduction 

 

In Germany, deep geological formations are regarded to be suitable to host repositories for 

radioactive waste. An important part of the safety concept is the identification of a suitable 

rock formation that ensures the safe enclosure of the waste. In addition to claystones and 

granitoid rocks, especially salt formations are suitable to host a deep geological repository for 

highly radioactive waste (Kockel & Krull, 1995). In Germany, the safety concept for a deep 

geological repository in salt formations considers not only the isolation capability of the geo-

logical barrier but also that of the geotechnical barriers in order to seal all man-made 

openings (e.g., shafts, chambers and drifts) (Krone, et al., 2008). However, local stress 

changes adjacent to man-made openings lead to the evolution of an excavation damaged 

zone (EDZ) during and after excavation. As proposed by Tsang et al. (2005), such an EDZ 

can have a major impact on the operation of a radioactive waste repository. 

 

The EDZ is a region where progressive failure occurs. This decreases the material strength 

and thus increases the permeability of the originally tight host rock. It is known that the deg-

radation is due to the initiation and propagation of microcracks. As proposed by Griffith 

(1921), the initiation of microcracks starts from existing flaws acting as stress concentrators. 

In crystalline materials, it is widely assumed that grain boundaries act as the predominant 

source of stress concentrating flaws (e.g. Eberhardt et al., 1999). With increasing degrada-

tion, the coalescence of individual fractures results in a pervasive fracture network where a 

sudden increase in permeability can be observed. The mathematical theory that considers 

the influence of connectivity on the conductivity is the so-called "percolation theory" (Stauffer 

& Aharony, 1994). Below a certain percolation threshold, the influence of the hydraulic con-

ductivity of individual fractures on the integral permeability is negligible because a continuous 

path for fluid flow does not exist (e.g. Robinson, 1983; Long & Witherspoon, 1985; Berkowitz, 

1995). Fracture density appears to be the most important factor in controlling the connectivity 

of fractures (Zhang & Sanderson, 2002). The percolation theory is also applicable when de-

scribing the hydraulic behavior of the EDZ in rock salt (Popp et al., 2001; Alkan & Müller, 

2008). The microstructural damage occurring in the EDZ can therefore compromise the inte-

gral sealing function of the barrier, even though the barrier itself can be regarded as intact.  

 

To verify the substantial and reliable sealing of the EDZ as required by the safety concept, 

the hydraulic behavior of the EDZ should initially be assessed. The rheological behavior of 

rock salt around backfilled man-made openings leads to sealing and healing mechanisms 

that can decrease the permeability over time (e.g. Senseny et al., 1992; Hunsche & Hampel, 

1999; Schulze et al., 2001). The sealing processes are stress-dependent and strongly driven 

by the increasing confinement due to creep. Thus, the effect of sealing processes on the 

permeability of rock salt can be simulated and evaluated using the conventional fluid pres-

sure criterion or a permeability-effective stress function proposed by Müller-Hoeppe et al. 

(2014). However, the rates at which healing processes take place and their impacts on the 

permeability are not quantified (Wieczorek & Schwarzianeck, 2004). Therefore, injection of 

liquid silica is considered additionally as a sealing technique of microfractures in order to 

meet the requirement of the sealing function of a technical barrier (Müller-Hoeppe & Schmidt, 

2015). 
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However, many methods used to describe the mechanical processes inside the EDZ are 

based on continuum mechanical approaches where the damage is considered as an iso-

tropic property (Hampel et al., 2012). Tsang et al. (2005) identified several aspects that need 

to be addressed to enhance the understanding of the EDZ and the modeling techniques to 

simulate its behavior. An area of significant weakness in EDZ studies is that of anisotropy. 

Boundary conditions and rock properties, such as in-situ stresses, fracture networks or in-

duced permeability changes caused by drift construction are anisotropic and the interaction 

of these properties and their behavior are an open question (Tsang et al., 2005). There have 

been some efforts where the damage in the EDZ in rock salt is assumed to be anisotropic 

(e.g. Missal et al., 2015). However, the interaction between damage and permeability cannot 

be studied explicitly since the solutions are based on continuum approaches where both 

properties are simply linked by empirical functions. In order to further investigate the initia-

tion, propagation and interaction of fractures, it is necessary to characterize the mechanical 

and hydraulic behavior at grain scale where fracture connectivity and permeability can be 

investigated explicitly. Therefore, to explicitly simulate the EDZ, a continuum-based approach 

is only suitable to a limited extent. 

 

The objective of this investigation is determined by the need to develop a modeling strategy 

that can be applied to simulate the permeability increase due to mechanical deterioration of 

rock salt, in particular that occurring in the EDZ. In order to simulate the shape and arrange-

ment of crystal grains in rock salt, discontinuum approaches were applied in the first phase of 

the project (Bollingerfehr et al., 2011). The discrete element method is widely accepted as a 

suitable tool for analyzing the fracture and damage behavior (Jing & Stephansson, 2007). 

The capability of the discrete element method to simulate the EDZ has already been demon-

strated in the literature (Lisjak et al., 2014). To expand the approach to three dimensions and 

to allow a more realistic shape of the discrete elements used, the distinct element code 

3DEC was used. The polyhedral-shaped discrete elements, which were used here, are 

called Voronoi polyhedra.  

 

However, a complete model-based simulation of both the fracture system of the EDZ and the 

injection process was not realized in the first phase of the project VerA (FKZ 02E10649; 

Bollingerfehr et al., 2011). It was shown that the mechanical behavior, especially the fracture 

development, does not fully correspond to laboratory experiments and, thus, needs further 

research (Müller et al., 2012). It also became clear that the simulation of the entire EDZ is 

beyond practical application when using discontinuum approaches. Information derived from 

microstructural modeling must be transferred to the macroscale. Therefore, in the second 

phase of the project, great importance was attached to improve the mechanical behavior of 

the model at grain scale, to generate a realistic fracture system of the EDZ and to upscale 

the information derived from discontinuum approaches to the macroscale.  

 

The second chapter deals with the representation of rock salt at grain scale using polyhedral 

elements (Fig. 1). It therefore constitutes the basis for the subsequent generation of fracture 

systems occurring in the EDZ. In the first phase of the project it was shown that standard 

laboratory tests, e.g. compression tests, are only applicable to provide information about the 

macroscopic deformation behavior. Knowledge about the controlling fracture processes oc-

curring at grain scale cannot be obtained. Therefore, the validation of the simulation results, 
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especially of the fracturing, is only suitable to a limited extent. For this purpose, laboratory 

tests were conducted both to derive material parameters used in the constitutive models and 

to validate the simulated fracture network at grain scale. Combined acoustic emission and 

uniaxial compression tests as well as microstructural analyses were carried out to dissolve 

the macroscopic behavior micromechanically. Since the microstructure can have an influ-

ence on the fracture development, it is also verified how well the typical shape and 

arrangement of rock salt grains is simulated by Voronoi polygons. Moreover, the Voronoi 

pattern was geometrically improved to enhance both the numerical stability and the runtime 

of the simulation.  

 

 
 

Fig. 1:  Structure of this report 

 

Chapter three describes the generation of realistic fracture networks occurring in the EDZ 

using the discontinuum approach and polyhedral elements. For this purpose, the excavation 

of a drift is simulated with continuum mechanical approaches and the zone stresses are rec-

orded in certain parts and for certain depths of the EDZ. The zone stresses are then 

transmitted as boundary stresses on a discontinuum model that comprises polyhedral ele-

ments to simulate the fracture development at grain scale. The fracture network generated 

this way should be comparable to those observed in the EDZ.  

 

The fourth chapter introduces a method to upscale the information gained from discontinuum 

modeling to the macroscale. As discussed earlier, the permeability increase in the EDZ is 

mainly caused by micro fractures, which can compromise the sealing function of the original 

tight rock salt. Therefore, the specification of adequate permeability values is mandatory for 

the accurate simulation of the injection process. The method used for upscaling is based on 

the following principles: the fluid flow of a discontinuum model with fractures explicitly repre-

sented is similar to that of a continuum model having equivalent hydraulic properties. For this 

purpose, the hydraulic conductivity tensor was investigated by simulating the flow through a 

discontinuum model under different hydraulic head directions. This allows the specification of 
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directionally dependent (anisotropic) permeability properties that can be used as input pa-

rameters for large-scale modeling. 

 

In chapter five the modeling strategy is complemented by investigations on a liquid silica im-

proved fracture system. In the first phase of the project, in situ experiments were conducted 

in order to verify the sealing injection technique using liquid silica. Once the work was com-

pleted and after a waiting period of three months, samples (drill cores) were taken from the 

injected host rock, and thin sections were prepared to inspect the fracture system microscop-

ically. 

 

Chapter six is about studies to characterize the long-term stability of liquid silica improved 

rock salt samples. A laboratory research program was conducted during the first phase of the 

project which considers an injection of rock salt with sodium silicate solution. The influence of 

the contact with NaCl and MgCl2 solutions on the mineral content and the composition of the 

solutions were investigated. These studies have been completed by analyzing the solubility 

of amorphous silica in saturated NaCl solutions with MgCl2 of varying concentration. Addi-

tionally, it was tested whether amorphous silica is able to act as a chemical barrier by 

analyzing the reaction behavior of selected trace elements in contact with amorphous silica. 
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2 Mechanical Simulation of Rock Salt at Grain Scale 

 

Rock salt consists of individual grains which are connected by grain boundaries forming a 

polycrystalline microstructure. Local stress changes adjacent to man-made openings result in 

microcracking and granular disintegration during and after excavation. Although it results in a 

macroscopic deformation, the relevant processes that induce an excavation damage zone 

(EDZ) occur at the scale of the microstructure. The macroscopic mechanical characteristic of 

a polycrystalline material is influenced by the mechanical behavior of single crystals as well 

as the geometric organization (fabric) of the crystals forming the microstructure. The me-

chanical behavior of single crystals includes the deformation of grains and their boundaries 

whereas the fabric includes their arrangement, size and shape. 

 

In order to simulate individual grains, the Discrete Element Method (DEM) was used. The 

DEM is widely accepted as an appropriate tool for analyzing the fracture and damage behav-

ior of rocks at the microscopic level (Lisjak & Grasselli, 2014). The geometric properties of 

the grains were simulated by using polyhedral elements based on a Voronoi tessellation. The 

polyhedral elements are internally deformable and the bonds between the polyhedral ele-

ments can be configured to simulate the deformation behavior of grain boundaries. In 

general, the material properties of rock salt have to be described within numerical modeling 

by using appropriate constitutive models. In the past, a series of suitable constitutive models 

have been developed to simulate the mechanical behavior adequately (Hampel et al., 2012; 

Salzer et al., 2012). However, these models are adapted for continuum mechanical ap-

proaches, where the sum of deformation processes is simply homogenized over the volume 

and thus is averaged out. When using the DEM, this homogenization approach is not appli-

cable. The DEM subdivides the volume into smaller elements and thus describes a 

discontinuous distribution of rock salt grains at the microscopic level. Thus, it is necessary to 

distinguish between the physical processes occurring within and between the salt grains.  

 

The following chapter outlines the generation of Voronoi polygons (chap. 2.1). The objective 

is to verify how well the crystalline microstructure is simulated by Voronoi polygons and to 

enhance the numerical stability by a geometrical improvement of the Voronoi pattern. Sub-

sequently, the controlling processes for mechanical deterioration of rock salt at grain scale 

are illustrated (chap. 2.2). In the final chapter, the material parameters used in the constitu-

tive models to reproduce the microfracturing (chap. 2.3) are identified. The deformation 

behavior and the fracturing processes of the numerical models are analyzed and compared 

to laboratory tests. 

 

 

2.1 Using the Voronoi Tesselation to Reconstruct the Microstructure 

 

The DEM describes a discontinuous distribution of grains at the microscopic level. Thus, a 

first step is the accurate construction of a representative microstructure for grain scale mod-

eling. The experimental characterization of microstructures is generally based on image 

analysis on two-dimensional thin sections (Heilbronner & Barrett, 2013). The advantage is 

the fast and easy handling, but some quantities cannot be considered adequately by classi-

cal methods that use two-dimensional images (Uchic, 2011). Recently, new measurement 
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techniques such as Electron Backscattered Diffraction (EBSD) play an important role for 

grain scale modeling (Brahme et al., 2006; Rollett et al., 2007). A major advantage is the 

exact representation of complex microstructures. However, the characterization of larger and 

more complex microstructures is usually very time-consuming and expensive (Quey et al., 

2011).  

 

The information coming from experimental characterization is used to reconstruct a micro-

structure for numerical modeling. The reconstruction and generation is generally based on 

deterministic or stochastical approaches. Deterministic approaches use the image infor-

mation gained from thin sections directly to transfer the microstructure onto a grid, e.g. using 

the mesh of a Finite Element Method (FEM) model (e.g. Barbe et al., 2001) or discrete ele-

ments using the DEM (e.g. Wichert et al., 2014). Stochastic approaches use statistical data 

from experimental characterization to randomly generate grains with representative sizes 

and shapes. Especially randomly generated particles, based on the Voronoi tessellation, are 

in the spotlight of scientific interest (e.g. Zhang et al., 2002; Christianson et al., 2006; Herbst 

et al., 2008; Kazerani & Zhao, 2010; Müller et al., 2012; Asahina et al., 2012; Knauth et al., 

2014). A major advantage of the Voronoi tessellation is the grain shape variability, which is 

representative for polycrystalline rock samples (Quey et al., 2011). Since rock salt consists of 

individual grains that are connected by grain boundaries forming a polycrystalline microstruc-

ture, the Voronoi tessellation was considered as a suitable microstructure for modeling.  

 

Since a simplification to two dimensional models constitutes an improper solution, particularly 

with regard to the complex fracture system, a three-dimensional computation of the Voronoi 

tessellation was considered. In order to generate Voronoi polyhedral, the software library 

GrainGen was used in the first phase of the project (Walter et al., 2010). A Voronoi diagram 

is a partitioning of a space into discrete, polyhedral-shaped elements, so called Voronoi ele-

ments. The partitioning is based on points in space, and each point has a corresponding 

region consisting of all points closer to the point than to any other. The library GrainGen is 

based on a Laguerre geometry (also referred to as power or radical tessellation) that uses 

spheres with different radii rather than points. It is therefore defined as a weighted Voronoi 

tessellation. The center points of the spheres build up the point process and certain radii val-

ues for the spheres are the weights for the center-point process (Herbst et al., 2008). Since 

the underlying sphere packing influences the size of the resulting polyhedra, GrainGen is 

suitable to generate models with specified grain size distributions (Walter et al., 2009). How-

ever, it turned out that the generated Voronoi geometry behaves numerically unstable due to 

small polyhedral edges leading to bad-quality zone elements (Bollingerfehr et al., 2011). 

Small zones are very responsive to deformation, so that removing small edges can prevent 

the generation of degenerated zones. Moreover, the zone quality controls the critical time 

step for calculation, and optimization can decrease the calculation time (Itasca, 2013). It was 

therefore considered whether alternative libraries provide more appropriate Voronoi geome-

tries.  

 

The first alternative considered is Voro++, an open source software library proposed by 

(Rycroft, 2009). Voro++ is also based on sphere packings so that direct comparison with 

GrainGen is possible. The Voro++ object-oriented C++ code was modified to allow the gen-

eration of a readable input for the solver Itasca 3DEC used in this study (Itasca, 2013). 



Mechanical Simulation of Rock Salt at Grain Scale 
 

TEC-36-2015-AB   FKZ 02 E 11082  
  final report 19 

 

Subsequently, a sphere packing was created with Itasca PFC3D that served as a basis for 

the Voronoi generation process for both GrainGen and Voro++. It turned out that both codes 

provide identical geometries and are supposedly based on the same mathematical and algo-

rithmic concepts. Consequently, a different approach was considered, where the geometry is 

optimized after generation. The large-scale 3D random polycrystal generator Neper pro-

posed by Quey et al. (2011) additionally allows the removal of small entities (edges and 

faces). Neper removes small edges with a length that is below a given threshold value. De-

leting a small edge means replacing it and its two connected vertices with a single vertex. 

However, this leads to some topological modifications of the polyhedral surfaces involved. 

The new vertex has a position that is different from those of its parent vertices, and as a con-

sequence does not lie within the initial planes of its faces (Quey et al., 2011). In order to test 

the geometry regularization, several Voronoi models with different threshold values (fmax 0, 

0.5 and 25) were generated und discretized by 3DEC using the build-in tetrahedral zone 

generation. For evaluation, the distribution of zone volumes obtained after geometry regulari-

zation is given in Fig. 2. As the threshold value is increased, more small edges are deleted 

by the geometry regularization algorithm of Neper. As a consequence, it becomes easier for 

the tetrahedral mesh generator to generate larger zones.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Zone volume 

distribution of the Voronoi 

tesselation as the 

cumulative frequency 

curve generated from zone 

counts of different 

volumes. 
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However, 3DEC appears very sensitive to the topological modifications due to the geometry 

regularization. Because a polyhedron must necessarily be formed by planar faces in 3DEC, 

the distortion of the polyhedral surface causes problems when importing the optimized Voro-

noi tessellation. Therefore, the given threshold value should be selected carefully. A 

threshold value of fmax 0.5 was considered to be suitable. This way, geometrically improved 

Voronoi models could be generated for the application in 3DEC. It is therefore primarily used 

for Voronoi generation within this work. 

 

Calibration of the Voronoi models is usually performed by comparing numerical results with 

those obtained by laboratory results (see Chap. 2.3). An important objective of this strategy 

is to adjust the macroscopic stress-strain relationship as well as the small-scale fracturing. 

However, it is known that the shape and arrangement of grains can strongly influence the 

fracture and damage behavior of rocks (e.g. Lan et al., 2010). Thus, to avoid that the Voronoi 

models are a source of error, the generated microstructure must correspond as closely as 

possible to the microstructure to be analyzed in the laboratory.   

 

The comparison of real and simulated microstructures is based on quantitative image analy-

sis of thin sections of rock salt. Cylindrical rock salt samples of the z3 Formation (z3BK/BD) 

were selected for analysis. Image based analysis was carried out in collaboration with the 

University of Göttingen (Geoscience Centre, Müller & Leiss, 2013). Three thin sections (75 x 

110 mm) were cut perpendicular to each other to allow a comparison with the three-

dimensional Voronoi pattern and are oriented along the cylindrical axis. Visual study of the 

thin sections was done using a petroscope (MAP, ADC-3L) and by tracing the grain bounda-

ries. Then, ImageJ 1.47t (Wayne Rasband) was used for the quantitative analysis by 

determining typical microstructural features, e.g. shape, size, and orientation of grains. Fig. 3 

shows the three thin section images and the grain boundaries traced. It was not always pos-

sible to determine the grains' contours adequately due to non-traceable boundaries (larger 

open areas between grains). However, 724 grains in thin section A, 795 grains in thin section 

B and 570 grains in thin section C could be recorded and analyzed. 

 

 
 

Fig. 3:  Microstructure of rock salt. 
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To allow a comparison of the rock salt microstructure with the stochastic microstructure, a 

cube with an edge length of 10 cm and 15625 elements was generated using the Voronoi 

algorithm Neper (Quey et al., 2011), which results in an average Voronoi element edge 

length of approximately 4 mm. Slices were cut along the principle directions und analyzed in 

the same manner as the real rock samples using ImageJ. 521, 494 and 522 Voronoi ele-

ments were analyzed in the x, y and z direction, respectively (Fig. 4)  

 

 

 

Fig. 4:  Voronoi microstructure used for grain scale modeling. 

 

Grain size is the dominant microstructure feature of polycrystalline materials. The diameter of 

particles is usually based on a certain equivalency criterion und must thus be clearly defined 

by the measuring procedure. In this work, the surface-equivalent sphere diameter was used, 

which is given as the diameter of a sphere having the same area as the particle:  

𝑑𝑎𝑟𝑒𝑎 =  √
4𝐴

𝜋
 (1) 

 

The grain size distribution is similar for each thin section and can be fitted to a lognormal 

distribution (Fig. 5). The grain sizes range from 0.5 to 11 mm. An averaged diameter of 

1.8 mm can be specified for rock salt thin section A, 2.0 mm for thin section B and 1.9 mm for 

thin section C. Approximately 70% of the grains (particle number) have an average diameter 

of less than 3 mm. The smaller particles represent recrystallized grains along grain bounda-

ries or eventually healed cracks (Müller & Leiss, 2013). Compared to this, the Voronoi 

microstructure shows element sizes ranging from 0.5 to 8 mm. Approximately 70% of the 

Voronoi elements have sizes between 4 and 6 mm. An average element diameter of 4.5 mm 

can be specified. In addition to the grain size distribution, the grain area distribution was 

evaluated as well. Although the smaller salt grains dominate numerically, grains larger than 

4 mm constitute a high proportion of the total surface area due to the wider particle size dis-

tribution with grain sizes up to 12 mm (Fig. 6). The Voronoi elements show a considerably 

lower dispersion about the mean. The major part of the total area of the Voronoi microstruc-

ture is made up of elements with a diameter between 4 and 6 mm. 
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Fig. 5: Grain size 

distribution of rock salt 

and Voronoi tesselation as 

the cumulative frequency 

curve generated from 

particle counts of different 

sizes. 

 

 

 

 

 

 

 

 

 

Fig. 6: Contribution of 

grains with different sizes 

to the total area as the 

cumulative frequency 

curve generated from 

particle counts of different 

surface areas. 

 

The shape of the grains was characterized by measuring the sphericity, the length-to-width 

ratio (aspect ratio) and the orientation of the longest grain length. The sphericity after 

(Wadell, 1935) is a measure of how spherical a body is. It represents the ratio of the surface 

of a sphere of equal volume to the surface of the body according to the relationship: 

 

𝑆𝑃𝐻𝑇 =  
4𝜋𝐴

𝑈2
 (2) 

 

An ideal sphere results in a value of 1, for all irregular shaped bodies a value <1 is calculated 

(e.g. square 0.89). Nearly 70% of both the salt grains and the Voronoi elements show a 

sphericity between 0.6 and 1.0 (Fig. 7). The length-to-width ratio was examined analogously 

to sphericity (Fig. 8). The results show that 70% of the grains have a ratio between 1 and 2. 
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However, it should be taken into account that many grains approximate a rectangular or dia-

mond shaped form. Although a hexagon is assumed as isotropic, a long-axis along the 

diagonal line and a short-axis between the edges can be measured. Therefore, a fake shape 

anisotropy can be measured but its relevance is negligible with respect to microstructure 

mechanisms.  

 

 

 

 

 

 

 

 

 

 

Fig. 7: Cumulative 

frequency curve generated 

from particle counts of 

different sphericities. 

 

 

 

 

 

 

 

 

 

Fig. 8: Cumulative 

frequency curve generated 

from particle counts of 

different width-length 

ratios (aspect ratio). 

 

The orientation of the grains was specified by measuring the angle between the longest grain 

length and the cylinder axis (z-direction). The frequency distribution of the angles leads to the 

so-called rose-diagram (Fig. 9). Thin sections A and B show a long-axis with preferred orien-

tation parallel to the sample cylinder axis due to deformation mechanisms occurring in the 

natural rock salt investigated. This directional anisotropy in terms of the particle shape is 

slightly visible at the traced grain boundaries (Fig. 3). The Voronoi microstructure shows no 

preferred orientation and can therefore be assumed to be isotropic. 
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Fig. 9:  Direction distribution measuring the angle between the longest grain length 

and the cylinder axis for rock salt and Voronoi elements. 

 

 

2.2 How Cracks Are Formed in Rock Salt 

 

The DEM subdivides the volume into smaller elements and thus describes a discontinuous 

distribution of rock salt grains at the microscopic level. In order to adequately describe the 

mechanical behavior of rock salt, the physical processes occurring within and between the 

salt grains have to be simulated by suitable constitutive models.   

 

The deformation behavior of rock salt is characterized by a series of processes. The follow-

ing processes and properties are considered as essential (Hampel et al., 2007): 

 

 linear elasticity under low stress condition 

 evolution of dilatancy, which is associated with microstructural deterioration and in-

creased permeability 

 primary and secondary creep, which are caused both by strain hardening with in-

creasing stress (dislocation glide) and recovery processes due to relief of internal 

stresses after long time periods (dislocation creep) 

 tertiary creep, which is linked to damage processes above the dilatancy boundary 

 short-term compressive strength at high loading rates and long-term strength as a re-

sult of creep failure 

 peak strength and residual strength 
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Particularly emphasis is given to the development of microstructural damage along grain 

boundaries occurring in the EDZ. The EDZ is formed immediately after excavation due to 

local stress changes. Assuming that time-dependent creep (dislocation creep) has no impact 

on the formation of the EDZ, only short-term deformation processes must be taken into ac-

count, i.e., evolution of dilatancy due to microstructural deterioration, primary creep caused 

by strain hardening (dislocation glide), short-term laboratory compressive strength, and re-

sidual strength above the peak strength.   

 

Initially, simple constitutive equations were considered to be suitable for the purpose of simu-

lating the controlling deformation processes (Bollingerfehr et al., 2011). The elastic behavior 

was described by a linear-elastic constitutive model. Because of the nature of the discrete 

element method, the elastic behavior is governed both by the deformability of the polyhedral-

shaped elements and the grain boundaries. Plastic dilatancy due to grain-boundary cracking 

(intercrystalline deformation) was simulated by using the Mohr Coulomb elasto-plastic criteri-

on including a tensions cut-off condition. To simulate the deformation within the salt grains 

(intracrystalline deformation), a continuum-based Mohr Coulomb criterion with an additional 

strain hardening approach was used. The shear yield function is non-associated, and the 

tensile flow rule is associated. The strain hardening of rock salt is mainly produced due to an 

accumulation of dislocations, which can be regarded as time-independent plastic defor-

mation. With increasing dislocation density and resulting increase if interactions between 

both free dislocations within each glide plane and different glide planes, they can constrain 

each other in their development. As a consequence, a larger yield stress is required to main-

tain plastic deformation. Since the structure of the salt crystal is not modified by these 

processes, a crack-free and constant-volume deformation is assumed. Thus, the dilation 

angle was reduced to zero in the shear potential function and the tensile strength was in-

creased to inhibit tensile failure.  

 

However, it already became clear in the first phase of the project that the stress-strain rela-

tionship corresponds quite well to laboratory experiments, but that the micromechanical 

damage development needs further research. Based on the results, it was concluded that 

both intra- and intercrystalline deformation are related to each other (Müller et al., 2012). 

Bourcier et al. (2012) could visualize the cooperative nature of both mechanisms and high-

light their close relationship with local microstructure. With the help of microstructure analysis 

it was shown that incompatibilities in the plastic deformation of adjacent crystal grains cause 

local stresses at the grain boundaries, which lead to the formation of intergranular mi-

crocracks (Bourcier et al., 2012). In order to verify how this behavior can be described by 

appropriate constitutive models, the description of the controlling processes with special con-

sideration of the microstructure is a first essential step. 

 

Sodium chloride crystallizes in a cubic lattice (face-centered cubic lattice, fcc). The unit cell is 

composed of three equally long axes arranged at 90 degrees to each other. Along the three 

axes of a unit cell an alternating arrangement of sodium and chloride ions can be recognized. 

Each sodium ion is octahedrally surrounded by six chloride ions and vice versa (Fig. 10).  
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Fig. 10: Cubic lattice of sodium chloride. 

 

With respect to the elastic properties, three independent constants were obtained for the 

face-centered cubic lattice (C11, C12, C44). In contrast to isotropic materials that have only two 

independent constants, sodium chloride has direction-dependent elastic constants (ortho-

tropic material). The elasticity tensor C can be represented as follows: 
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 (3) 

 

For sodium chloride the following values are derived from literature: C11=49,1GPa, 

C11=12,7GPa and C11=14,0GPa (Gebrande & Kern, 1982). 

 

In contrast to elasticity, the plastic deformation is irreversible. The reasons are slip mecha-

nisms, which cause atomic planes to slip according to the crystal lattice. A critical resolved 

shear stress is required to initiate a slip. The shear stress on slip plane and slip direction can 

be determined by Schmidt’s Law (Fig. 11): 

 

𝜏 = 𝑏𝑖𝑛𝑗𝜎𝑖𝑗 = 𝑚𝑖𝑗𝜎𝑖𝑗  (4) 

 

where nj is the unit vector of the slip plane and bi denotes the slip direction. The outer prod-

uct bi  nj is the so-called Schmidt tensor mij.  

 

 

 

 

 

 

 

Fig. 11: Geometric relationship for calculating 

the shear stress on a shear plane using the 

normal to the slip plane n and the slip 

direction b. 
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The planes and directions are usually defined using the Miller indices, where the notation 

(hkl) denotes the planes and the notation [uvw] denotes the direction. Depending on the crys-

tal system, a particular coordinate system is used as a basis. The cubic lattice is based on a 

Cartesian coordinate system. In the context of crystal planes, the three integers denote a 

plane orthogonal to a direction (hkl) in the basis of the reciprocal lattice vectors. Negative 

vectors are written with a bar. Due to crystallographic reasons, certain slip planes are equiva-

lent in the crystal, which is expressed by the notation {hkl}. As an example, the notation {100} 

denotes the set of all planes that are equivalent to each other due to the symmetry of the 

lattice, i.e., (100), (1̅00), (010), (01̅0), (001) and (001̅). They correspond to the surface of a 

cube (Fig. 12). Similar to equivalent slip directions, the notation <uvw> is used. 

 

 

Fig. 12:  Miller indices of the planes {100} in a cubic lattice (modified after Kanani  

(2006)). 

 

Slip planes generally represent close-packed lattice planes (greatest number of atoms per 

area), and the direction occurs in close-packed lattice lines (Kleber et al., 2010). Because 

planes of type {111} and directions of type <11̅0> are along the close packed plane, they 

usually form the slip system in a face-centered cubic crystal (Rösler et al., 2008). For ionic 

crystals such as sodium chloride, however, more complicated conditions exist because simi-

larly charged ions are not allowed to touch each other during slipping (Karato, 2008). 

Although the (100) lattice planes represent the close packed planes in sodium chloride, 

translation occurs predominantly on {110} planes towards <11̅0>. {100}<110> and 

{111}<11̅0> were specified as secondary slip systems (Tammann & Salge, 1927; Buerger, 

1930). At room temperature, however, much higher stresses are required for the secondary 

slip system than for the activation of the primary slip system (Fig. 13a). Thus, at tempera-

tures up to 200°C, slip mechanisms take place primarily on {110}<11̅0> (Kelly & Knowles, 

2012). However, laboratory results show that the yield stress of polycrystals (aggregate of 

crystalline grains) is significantly higher than in the case of single crystals with the primary 
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slip system {110}<11̅0> (Fig. 13b). Thus, the plastic strain of polycrystalline rock salt cannot 

be fully covered by the primary slip system.  

 

This observation is closely related to the so-called Mises criterion (Mises, 1928). The criteri-

on suggests that yielding of a polycrystalline material can only be achieved if each grain has 

the capability of homogeneous plastic deformation. A homogenous deformation is only pos-

sible if five displacement components (translations) being independent from each other 

operate in each grain. Independent means that a slip system cannot be described by the 

components of the other slip systems; they must be linearly independent of each other in a 

mathematical sense. The five translation systems (i.e. slip systems) can be obtained from the 

six components of the strain tensor (𝜀𝑥𝑥, 𝜀𝑦𝑦, 𝜀𝑧𝑧, 𝜀𝑥𝑦, 𝜀𝑦𝑧, 𝜀𝑥𝑧) if the assumption of volume 

consistency (𝜀𝑥𝑥 + 𝜀𝑦𝑦 + 𝜀𝑧𝑧 = 0) occurring in a homogenous deformation is considered 

(Junker, 2000).  

 

 

Fig. 13:  Critical shear stresses (a) for observed slip systems versus temperature 

(Carter & Heard, 1970) and shear stresses (b) for polycrystalline rock salt and 

monocrystalline rock salt for different slip systems after Skrotzki et al. (1981) 

(modified after Scheffzük (1999)). 

 

In rock salt, the primary slip system {110}<11̅0> has six crystallographically equivalent slip 

systems (rhombic dodecahedral slip system) as well as the slip system {100}<110> (cubic 

slip system) (Fig. 14). For the slip system {111}<11̅0> twelve translation system have been 

described (octahedron slip system).  

 

However, in the primary slip system only two systems are independently developed, whereas 

the {100}<110> and {111}<11̅0> systems have three and five, respectively (Carter & Heard, 

1970; Senseny et al., 1992). Because the {110}<11̅0> system is the dominant slip system at 

low temperatures but has only two independent translation system, secondary slip systems 

must be activated for a homogenous deformation of polycrystals. This results in higher yield 

stress of polycrystals in contrast to single crystals of type {110}<11̅0> as mentioned earlier 

(Fig. 13b). Moreover, the mandatory activation of five translation systems required for ho-
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mogenous deformation leads to difficulties, especially when deformation takes place at low 

temperatures (Scheffzük, 1999).  

 

Fig. 14:  Slip systems in sodium chloride showing the slip direction (110) on the slip 

planes a) (110) (rhombic dodecahedral system), b) (100) (cubic system) and 

c) (111) (rhombic dodecahedral system) (Scheffzük, 1999). 

 

The Schmidt Law (4) demonstrates that slip system activation of a specific crystal largely 

depends on its location to the external applied stress. Assuming a material without a texture, 

slip planes and slip directions can change from one crystal to another. Thus, critical resolved 

shear stresses to initiate a slip may vary within a polycrystalline sample, and the crystal with 

the lowest critical shear stress yields first. With the help of microstructure analysis on rock 

salt, the activation of crystal plasticity due to slip bands and its contribution to the local inter-

action between neighboring grains was chronologically visualized by Bourcier et al. (2012). 

When crystal plasticity starts, the activation of slip bands is first limited to single grains due to 

their specific orientation to external stress (Fig. 15). With further loading, crystal plasticity 

intensifies within individual grains. Since crystal deformation takes place only on certain 

planes and in certain directions, local incompatibilities in the plastic deformation of adjacent 

crystal grains cause local stresses that induce cracking along grain boundaries (Bourcier et 

al., 2012). Cracking is to be expected when the stress to activate the required independent 

slip systems is higher than the cleavage stress (Skrotzki et al., 1981).  

 

 

Fig. 15:  Representation of intergranular microcracking along grain boundaries due to 

incompatibilities in the plastic deformation of adjacent crystal grains. The 

stress condition was increased from left to right (modified after Bourcier et 

al. (2012)).   
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When looking at the macroscopic sample, the anisotropic behavior of individual grains is av-

eraged out due to the random distribution of crystallographic orientations. Therefore, the 

medium, particularly with regard to the finite strain, can be assumed to be quasi-isotropic 

when considering continuum mechanical approaches (Harder, 1997). However, when using 

the DEM, the grains and grain boundaries were explicitly simulated. Thus, in order to simu-

late the permeability increase due to mechanical deterioration along grain boundaries, 

anisotropic plastic deformation behavior of individual grains should be considered. Unfortu-

nately, the DEM code 3DEC used in this study provides only a simple constitutive model for 

anisotropic deformation. The so-called ubiquitous model allows plastic deformation by defin-

ing weak planes of specific orientation using the Mohr-Coulomb criterion (Itasca, 2013). The 

implementation of additional planes as well as the restriction of slipping to a certain direction 

is not possible. However, the entirely new development of a suitable anisotropic model would 

go beyond the scope of this project due to the amount of time required for implementation. 

For this reason, the model used in the first phase of the project was optimized by a further 

parameter adjustment. The objective was to adjust the cooperative nature of crystal plasticity 

and cracking along grain boundaries due to a suitable parameter combination.  

 

 

2.3 Model Calibration to Reproduce Fracturing  

 

The DEM differs fundamentally from the continuum approach used so far for salt mechanics 

problems. Macroscopic parameters derived from laboratory tests are available for rock salt 

and can easily be used in continuum-based modeling. Because the DEM considers the me-

chanical behavior an order of magnitude below the model dimension, relevant micro-

parameters are generally difficult to determine from classical investigations. The identification 

of material parameters used in the constitutive models is often conducted by back-calculation 

of laboratory experiments. The procedure is called inverse modeling, in which the (unknown) 

input parameters of the DEM model are varied until the behavior of the numerical sample 

matches the behavior of a physical sample, e.g. compression test. However, only the macro-

scopic behavior can be validated this way. Therefore, further investigations are necessary for 

validation of the micromechanical fracture mechanisms and the simulated fracture pattern. 

 

In order to realize the calibration of the Voronoi models with special consideration of the mi-

crostructure, uniaxial compression tests were conducted with the same rock salt lithology 

described and analyzed in chapter 2.1. In addition to macroscopic data usually recorded dur-

ing compression tests (stress-strain curves of axial, lateral and volumetric strains), acoustic 

emission (AE) measurements were also performed (chap. 2.3.1). AE events are defined as 

transient elastic waves generated by the rapid release of energy within the material due to 

fracture generation. Therefore, these examinations allow a micromechanical characterization 

of the relevant fracture processes. The experimental data was supplemented by microscopic 

examination of the samples after the experiments (chap. 2.3.2). The results are necessary to 

check to what extent the simulated fracture system coincides with real fracture patterns. The 

information obtained was then used for parameter identification utilizing optimization meth-

ods. The objective is to identify the best estimate of the micro-parameter values that can be 

applied to simulate the laboratory results (chap. 2.3.3). 
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2.3.1 Uniaxial Compression Test with Acoustic Emission Testing 

 

A comprehensive geotechnical program including uniaxial compression tests in combination 

with acoustic emission testing is provided as a basis for the calibration process. Investiga-

tions were conducted in collaboration with the TU Bergakademie Freiberg (Institute of 

Geotechnics). To provide reliable results, 4 samples were analyzed. The results are repre-

sented in detail as a laboratory report in Frühwirt (2013) and have therefore been 

summarized below, based exemplarily on the data of sample PK4. The compression test was 

performed on a cylindrical specimen with 100 mm in diameter and 250 mm in length. The 

specimen was loaded axially up to failure using the testing machine TIRAtest 28500. The 

impact of time-dependent creep (dislocation creep, see Chap.  2.2) on the mechanical be-

havior was not incorporated in the numerical modeling. Therefore, a fast constant loading 

velocity of 0.25 mm/min was applied, which is equal to an axial strain rate of 1 x 10-3 min-1. 

To obtain an even load distribution, the end faces were grinded, and PVC spacers of 30 mm 

were used to reduce the friction between the end faces of the specimen and the two loading 

plates. Axial deformation was measured directly on the specimen using three length exten-

someters with measuring points applied at the third points of the sample length. In addition, 

the axial strain was calculated by measuring the distance between the two loading plates 

including the PVC spacers. Lateral deformation was determined by a circumferential exten-

someter with a roller chain at the center of the specimen. As the specimen diameter 

enlarges, the chain causes the extensometer to expand. The volumetric strain is calculated 

by summing up the strain along the principal directions using the information from the length 

and circumferential extensometers (vol = axial + 2 lateral). 

 

To allow a validation with the simulated fracture processes, additional data was recorded 

using the method of AE. The objective of AE testing is to detect and locate the fracture gen-

eration of rock salt during uniaxial compression tests. AE events are transient elastic waves 

emitted by the rapid energy release of cracks as they are created or propagated. These 

waves propagate through the sample and can be detected by sensors mounted on the walls 

of the specimen. AE testing can provide comprehensive information concerning the intensity, 

location as well as the type of fracture generation in a stressed material (Lockner, 1993). 

Thus, it has become a recognized nondestructive test method commonly used for rock dam-

age evaluation in civil engineering (e.g., Zang et al., 1996; Cai et al., 2004; Stoeckhert et al., 

2015). Particularly in the domain of salt mechanics, AE testing is an interesting option to fur-

ther investigate the development and interaction of fractures before and after the dilatancy 

boundary (e.g., Manthei, 2004; Alkan & Müller, 2008). Specimen inserted in the testing ma-

chine between the two spacers with deformation and AE measurement equipment attached 

on the specimen are shown in Fig. 16.  

 

Acoustic measurements were performed using the acoustic emission system Vallen AMSY-

6. The system is based on the so-called "hit-based" architecture using eight piezoelectric 

sensors fixed to the wall of the specimen. A crack origination, called event, gives rise to 

acoustic emission that can be detected by the sensors producing a hit on each one. Since 

the events occur in very quick succession, it must be ensured that the measured AE signals 

detected by a sensor belong to the correct event. For this purpose, certain criteria were de-

fined, which grouped the individual sensor hits to distinct events. The more criteria are met, 
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the better the reliability and validity of the results. As a result, fewer events can be measured 

because not every hit fulfills the requirements for evaluation.  

 

In addition to the possibility of detecting fracture events, it is also possible to locate the AE 

sources. To identify the source location, the arrival times of hits at different sensors have to 

be compared. This requires information about the velocity with which the waves travel 

through the medium. However, the sample gets damaged during the compression test which 

leads to a reduction of the wave velocity. It is therefore necessary to determine the wave 

velocity during the compression test by measuring the wave travel time between certain sen-

sors at regular intervals. The ultrasonic waves were generated by creating an inverse 

piezoelectric effect via the sensors.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 16: Specimen inserted in the 

testing machine between the two 

spacers with deformation and AE 

measurement equipment attached 

on the specimen (modified after 

Frühwirt (2013)). 

 

The polarity analysis was used to differ between events caused by tensile mechanisms, clo-

sure mechanisms, and those with some component of shear motion. The polarity response 

of an event is based on the sign of the first-pulse amplitude of waves/ hits detected at the 

sensor. The classification used according to the fracture type is based on a simplistic ap-

proach proposed by Zang et al. (1998) using the sign of the first-pulse amplitude Ai and 

calculating the mean polarity value pol of hits k belonging to a single event: 

 

𝑝𝑜𝑙 =
1

𝑘
 ∑𝑠𝑖𝑔𝑛(𝐴𝑖)

𝑘

𝑖=1

 (5) 

 

The polarity value pol was used to distinguish between shear events (-0.25  pol  0.25), 

tensile events (-1  pol  -0.25) as well as compression events (0.25  pol  1).  



Mechanical Simulation of Rock Salt at Grain Scale 
 

TEC-36-2015-AB   FKZ 02 E 11082  
  final report 33 

 

Axial and lateral strain versus axial stress is shown in Fig. 17 together with volumetric strain 

versus axial strain. When loading starts, elastic behavior dominates the stress-strain rela-

tionship. However, the stress-strain relationship determined by the length extensometer does 

not exactly match the axial strain values calculated by the distance of the loading plates. This 

is because the length extensometer considers the deformation around the center of the sam-

ple, which does not include the deformation of the PVC spacer, and effects emerge at the 

end faces due to closure of secondary cracks. Since this behavior cannot be simulated by 

the numerical modeling, the calibration is based primarily on the information coming from the 

length extensometers.  

 

 

Fig. 17:  Axial and lateral strain versus axial stress, together with volumetric strain 

versus axial strain. 

 

The plastic deformation starts at values of about 5 MPa axial stresses and is characterized 

by a deviation from linearity in the axial strain curve. The strain accumulation is essentially 

higher in axial than in lateral direction. Moreover, the deviation from linearity in the lateral and 

volumetric strain curve starts with a marked delay at values between 7.5 to 10 MPa. With 

increasing axial stress, the volumetric strain accumulates. The dilatancy boundary, which is 

assumed by a zero derivative of the volumetric strain against axial strain, occurs at an ap-

plied stress of 12.5 MPa. The uniaxial compression tests reveal a compressive strength of 

27 MPa and an axial strain accumulation of 2.5%, which is comparable with results from lit-

erature. The post peak behavior of the uniaxial compression test is characterized by brittle 

fracturing like failure with an abrupt decrease of axial stress.  

 

Fig. 18 shows the evolution of P-wave velocities during compaction as a function of time. 

Since the testing machine provides a constant strain rate, the time axis is proportional to the 

axial strain calculated by the distance between the two loading plates. However, the axial 

strain measured by the length extensometers is not directly proportional to the time axis. The 
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elastic range is characterized by P-wave velocities in the range of 4 to 4.5 m/s, which corre-

sponds with data from literature (Gebrande & Kern, 1982). The elastic range ends at an 

applied stress of about 8 MPa with a significant P-wave velocity decrease to values of about 

3.6 m/s. With increasing axial stress, the P-wave velocities are further reduced to 2.25 m/s at 

axial stresses of 12 MPa and 1.2 m/s shortly before the peak strength.  

 

 

Fig. 18:  Change of axial stress and P-wave velocities as a function of time in uniaxial 

compression test (modified after Frühwirt (2013)). 

 

The diagrams in Fig. 19 show the cumulative detected number of AE events and the AE rate 

versus time as well as the cumulative AE energy and AE energy rate versus time. Diagrams 

include events detected by all sensors as well as events that are detected at least by two 

sensors. In the elastic range, there are almost no acoustic events measured by the sensors. 

AE initiation starts at stress levels above 5 MPa, which corresponds to the point where the 

axial and volumetric strain curves deviate from linearity. The AE rate increases continuously 

and the maximum AE rate is reached at axial stresses of 15 MPa. After this, a decrease in 

AE activity can be observed. Energy and energy rate diagrams show a similar trend with 

peak levels during the beginning of loading and a gradual decrease with increasing stress. 

However, a certain amount of AE energy is maintained throughout the entire testing, which 

indicates that AE events were released continuously. This is comparable to observations 

from literature. Zhang et al. (2015) compared the AE characteristics of rock salt with granite 

and marble. The hard rock samples exhibit a gradually increasing trend in the AE event rate 

and energy rate with an increasing stress level prior to peak strength. Peaks in AE event 

rates and energy rates predominantly occur at stress levels of approximately 60-80% of the 

peak strength (Cai et al., 2004; Zhang et al., 2015). In contrast to this, the AE activity of rock 

salt is reached during early stages of loading and decreases gradually with increasing stress. 
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Fig. 19:  AE events, AE rate, AE energy and AE energy rate versus time of loading.  

 

A more detailed analysis of AE activity is given in Fig. 20, where the different events were 

evaluated according to their type of fracture generation (Eq. 5). The first motion polarity anal-

ysis of the AE data reveals that nearly 80% are interpreted as tensile fractures. 

Approximately 10% of the events having first motions predominantly towards the source are 

denoted as micro fractures of compression type. Shear events characterized both by motions 

away from the source in some directions and my motions towards it in other directions made 

up ~10%. Thus, tensile cracking seems to be the main reason for deterioration of rock salt. 

 

 

 

 

 

 

 

 

 

Fig. 20: Classification 

of located events due 

to their first motion 

polarity into three 

types (tensile, shear 

and compressionsal) 

using Eq. 5.  
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The different types of sources can be compared with respect to spatial and temporal occur-

rence. Spatial distribution of AE events was determined for different stress intervals (Fig. 21). 

When loadings starts, AE event locations are concentrated near the specimen ends but are 

uniformly distributed in space with further loading stress. However, near the peak strength, 

AE events are restricted to the center of the sample. The formation of a distinct nucleation 

region or a shear band development was not recognized. 

 

 
 

Fig. 21:  Spatial distribution of AE events at different stress level intervals. Green: all 

hits belonging to a single event are positive according to the polarity 

analysis (dilation pulse); red: all hits belonging to a single event are negative 

according to the polarity analysis (compression pulse). Mixed forms are 

filtered out due to software specific limitations. 

 

 

2.3.2 Topology of the Fracture Network 

 

Microstructural investigations were conducted on a deformed rock salt sample in order to 

complement the AE measurements and to allow the observation of local fracture processes. 

The sample was evacuated in a desiccator and soaked with blue epoxy resin to intensify the 
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visualization of microfractures. A thin section was cut parallel to the cylinder axis and through 

the sample center, and polished surfaces were prepared for microstructural investigations. 

Fig. 22 shows the deformed sample and the typical microfracture pattern after the uniaxial 

compression test. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 22: Thin section image (digital scan 

using a transparency unit) of the 

cylindrical rock salt sample after the 

compression test. The blue areas (epoxy 

resin) indicate damage due to 

microfractures. Letters in the image refer 

to microscopic images (see below). 

 

 

Fig. 22 shows that the shape of the microfractures is strongly controlled by the halite grains, 

whereas the direction is closely related to the stress geometry. The fractures are aligned 

parallel to the axis of maximum stress. Due to the influence of end friction between the sam-

ple and the plastic spacers used, cone-shaped areas can be observed. Much fewer cracks 

can be observed in this domain. These are mostly isolated along grain boundaries and are 

thus smaller in length and width (Fig. 23a). Intragranular cracks can be observed occasional-

ly along the cleavage planes of the halite minerals (cleavage fractures).  

 

Towards the center of the specimen, the fracture density increases and fracture enlargement 

and widening become visible (Fig. 23b). Through linkage of more isolated fractures, individu-

al slip-zones lead to the evolution of a pervasive fracture network. In general, fractures 

initially originate at the grain boundaries and then continue to propagate through adjacent 

halite grains, mostly along cleavage planes. Wedge-type pores are particularly apparent, 
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which usually form through piling up of dislocations and grain boundary slip at triple junctions 

(Fig. 23c).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 23: Images from different thin 

section areas (see Fig. 22) with typical 

microfractures that can be observed in 

a) the upper part and b) at the center 

of the sample. c) wedge-type pores are 

apparent, which usually form at triple 

junctions.  

 

 

2.3.3 Identification of Material Parameters  

 

Constitutive material models used to describe the deformation of rock salt adequately de-

pend on the optimal set of constitutive parameters. However, parameters used in the discrete 

element code are usually difficult to determine. To obtain material properties that can be in-

tegrated in the discrete element models both sensitivity analysis and parameter identification 

methods were carried out. Sensitivity analysis is used to understand how changes in the pa-

rameters of the constitutive models influence the simulation results. The information gives an 

indication of which parameters should be examined closely. Parameter identification is based 

on the information gained by the sensitivity analysis using specific optimization methods. The 
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objective is to find the best estimate of parameter values that can be applied to simulate la-

boratory results. Data coming from the uniaxial compression test serves as a calibration 

reference. The axial and lateral strain versus axial stress, the axial strain versus volumetric 

strain as well as the cumulative detected AE events were used for calibration. 

 

Sensitivity analysis is almost performed by running the model a number of times and by vary-

ing the relevant model values. A large number of runs or designs of experiments are usually 

required to estimate the sensitivity adequately. Since the simulation of the entire compres-

sion test runs several days, sensitivity analysis take high computational efforts. To get 

reliable results within the time available, the analysis is therefore divided into two parts. The 

first part of the analysis considers strain curves with axial strain values of up to 0.5%. The 

range of the linear-elastic deformation behavior as well as the transition to the non-linear 

deformation behavior is thereby investigated. Since permanent damage occurs due to crack 

opening, this region is particularly interesting when analyzing the EDZ of a radioactive waste 

repository. The second part is based upon the information gathered so far to consider the 

strain curves of the entire compression test up to the peak strength. In addition, a qualitative 

evaluation with results from AE testing was performed. Investigations were conducted in col-

laboration with Dynardo GmbH. The results and the theoretical background are represented 

in detail in Haase (2015) and have therefore been summarized below.  

 

Investigations were conducted using the Software optiSLang (Dynardo GmbH). The software 

is able to offer a sampling-based sensitivity analysis to identify important parameters, to 

quantify their influence and to generate a so-called "best design" in comparison with meas-

urement results from the laboratory. optiSLang acts as controlling software that generates 

run files that can be read into the numerical software by automatically changing the input 

parameter in given ranges. LS-DYNA, a commercial finite element code based on explicit 

time integration, was used for the numerical simulations.  

 

Numerical compression tests were performed on a cylindrical specimen with a diameter of 

37.5 mm and a length of 75 mm that consisted of 1561 Voronoi elements. To simulate edge 

effects, the specimen was placed between two PVC spacers (Fig. 24). The bottom of the 

lower spacer was fixed, while the top of the upper spacer moves downwards in z-direction 

simulating the loading. To allow a validation with laboratory experiments, additional output 

data was recorded as close as possible to laboratory conditions. The axial stress is the sum 

of forces at the top of the PVC spacer divided by the sample area. Axial deformation is calcu-

lated by measuring the vertical distance between gridpoints located at the third points of the 

sample length. Lateral strain was calculated at the center of the sample by measuring the 

horizontal displacement of gridpoints at the sample area.  

 

The choice of constitutive models used in LS-DYNA is aligned with the models available in 

3DEC in order to allow transferability of the results obtained (see chap. 2.2). Deformation is 

realized both by the deformability of the polyhedral-shaped elements and the displacements 

or rotations at the grain boundaries.  
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Fig. 24: Numerical model 

used to simulate uniaxial 

compression test (modified 

after Haase (2015)). 

 

The elastic behavior is simulated with a linear-elastic constitutive model. Because of the na-

ture of the discrete element method, the elastic behavior is governed both by the 

deformability of the polyhedral-shaped elements (blocks) and the displacements at the grain 

boundaries (contacts). The bulk and shear moduli were used to describe the elastic response 

within the grains.  

 

The plastic deformation within the salt grains is mainly generated due to an accumulation of 

dislocations when recovery mechanisms do not occur. With increasing dislocation density 

and resulting increase of interactions between both free dislocations within each glide plane 

and different glide planes, they can constrain each other in their development. As a conse-

quence, a larger yield stress is required to maintain plastic deformation. In order to simulate 

the deformation within the salt grains with an associated mechanism of hardening (disloca-

tion glide), a continuum-based Mohr-Coulomb criterion with an additional strain hardening 

approach is applied. The model is based on a common Mohr-Coulomb model with nonasso-

ciated shear (shear yield function) and associated tension (tensile yield function) flow rules. 

The shear yield function is given by the internal cohesion c as well as the internal friction 

angle  by: 

 

𝑓𝑠 = 
𝜏

𝜎𝑛 ∙ 𝑡𝑎𝑛𝜑 + 𝑐
≥ 1 (6) 

 

The difference of the additional strain hardening approach lies in the possibility that the co-

hesion, friction, dilation and tensile strength may harden after the onset of plastic yield. In the 

Mohr-Coulomb model, these properties are, however, assumed to remain constant. In order 

to simulate the effect of hardening, only the cohesion is increased after yield as a function of 

the plastic portion of the total strain using the aforementioned approach. Since the structure 

of the salt crystal is not modified by the deformation processes, a constant volume and 

crack-free deformation is assumed. Thus, the dilation angle in the shear potential function of 

the corresponding nonassociated yield function was reduced to zero and the tensile strength 

was increased in such a way to inhibit tensile failure due to the tension yield function. The 
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variation of the cohesion with plastic strain (strain hardening function) and the friction angle 

are the basic parameters that define the deformation of the grains. 

 

Damage and failure due to fracturing along grain boundaries is based on slightly different 

approaches in the numerical codes used. LS-DYNA can only use bonded contacts with an 

additional failure criterion to simulate fracturing along discrete elements. The contacts are 

penalty-based and have a finite stiffness (spring) in normal and tangential direction. The size 

of the contact segments and its material properties are used to determine the contact spring 

stiffness. A distinction between stiffness values in normal and tangential direction is not pos-

sible. Due to the deformation of the contact springs, interaction forces are calculated at the 

contacts. If the magnitudes of the tensile normal or the shear tangential contact force exceed 

the respective strength, the bonded contact breaks. The failure criterion under tensile stress 

in normal direction is based on an elliptical coupling relationship between normal stress σn 

and shear stress , where the tensile strength σt
max and the shear strength max represent the 

major and minor semi axes:  

 

𝑓𝑡 = (
𝜎𝑛

𝜎𝑡
𝑚𝑎𝑥)

2

+ (
𝜏

𝜏𝑚𝑎𝑥
)
2

≥ 1 (7) 

 

Under compressive stress in normal direction the shear stress is limited to the shear 

strength: 

 

𝑓𝑠 =
𝜏

𝜏𝑚𝑎𝑥
≥ 1 (8) 

 

After bond breakage has occurred, in either tension or shear, a simple frictional sliding crite-

rion (Coulomb friction law) is used to describe subsequent deformation: 

 

𝑓𝑠𝑙𝑖𝑝
𝑠 =

𝜏

𝜎𝑛 ∙ 𝑡𝑎𝑛𝜑
≥ 1 (9) 

 

where  is the friction angle of the fracture surface. Dilation of the fracture surfaces takes 

place at slip which is controlled by an associated flow rule. 

 

Contacts in 3DEC are also penalty-based and are simulated by stiffness springs in normal 

and tangential direction. In contrast to LS-DYNA, the contact stiffness can be defined inde-

pendent of the material properties of its adjacent discrete elements. Furthermore, contact 

stiffness can be different in normal and tangential direction. In order to simulate fracturing 

along contacts, 3DEC allows the use of comprehensive constitutive models for fractures, 

such as Mohr-Coulomb or continuously yielding model. Since LS-DYNA is, however, restrict-

ed to bonded contacts and in order to ensure a comparison between both numerical codes, a 

similar approach is applied in 3DEC. A Mohr-Coulomb criterion (shear yield function) includ-

ing a tension cut-off condition (tension yield function) was used and the friction angle was set 

to zero to simulate ideal plastic material behavior. Thus, the maximum shear and tensile 

force is limited to the cohesion c and the tensile strength σt
max of the contact, respectively: 
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𝑓𝑠 =
𝜏

𝑐
≥ 1 (10) 

 

𝑓𝑡 =
𝜎𝑛

𝜎𝑡
𝑚𝑎𝑥 ≥ 1 (11) 

 

Once the onset of failure is identified at a contact, in either tension or shear, the tensile 

strength and cohesion are considered to be zero. In order to simulate a Coulomb friction law 

after slip, the residual cohesion was set to zero and the friction angle contains an angle une-

qual zero. The dilation angle at slip was set equal to the friction angle in conformity with the 

associated flow rule implemented in LS-DYNA. Fig. 25 compares both approaches. 

 

 

 

 

 

 

 

 

 

Fig. 25: Constitutive models 

used in LS-DYNA (blue) and 

3DEC (red) to simulate 

fracturing along grain 

boundaries (modified after 

Haase (2015)). 

 

The input parameters used in sensitivity analysis and in LS-DYNA are listed in Table 1. 

 

Table 1: Input parameters used in LS-DYNA 

Input parameter 

Grains Contacts PVC-Spacer 

Young's mod. K_Emod shear strength j_shear Young's modulus PVC_Emod 

Poisson ratio K_nue friction angle j_phi Poisson ratio PVC_nue 

friction angle K_fric tensile strength j_tens friction coefficient PVC_K_fric 

dilatation K_dila 

cohesion K_coh 

 

To quantify the influence of input parameters on the simulation results, different quantities 

are available in OptiSLang. The so-called Metamodel of Optimal Prognosis (MOP) is an im-

portant component that represents the most important correlations between parameter input 

variation and output results. However, the prediction quality of an approximation model may 

be improved if important input parameters are removed from the model. Within the sensitivity 

analysis, the Coefficient of Prognosis (CoP) is used to filter relevant input parameters. Ac-

cording to the prognosis capability of the resulting values, optimal meta-models will be 

selected. Fig. 26 shows the Coefficient of Prognosis matrix for relevant input parameters on 



Mechanical Simulation of Rock Salt at Grain Scale 
 

TEC-36-2015-AB   FKZ 02 E 11082  
  final report 43 

 

the simulation results (stress-strain curves). The sensitivity analysis to axial strain values of 

0.5% reveals that the shear strength of contacts j-shear has the greatest influence on the 

prognosis ability of the simulation results. The relevant coefficients of prognosis (CoP) values 

are between 57.9% and 83.2%. The input parameters K_fric and j_tens show CoP values of 

about 15%. The total CoP value of 64.6% for the axial strain-stress curve reveals that the 

input parameters j_shear and the inner friction angle K_fric do not entirely explain the model 

reaction. 

 

 

 

 

 

 

 

Fig. 26: Coefficient of 

Prognosis (CoP) matrix 

for relevant input 

parameters on the 

simulation results; 

stress-strain curves 

(modified after Haase 

(2015)). 

 

Fig. 27 shows numerical calculation results against laboratory results. When analyzing the 

simulated axial strain versus stress curves it is noticeable that many curves deviate early. 

The lower the shear strength of contacts, the earlier the specimen fails. The resultant curves 

obtained are, however, not suitable for the prognosis capability since statistical sensitivity 

was not achieved for more input parameters.  

 

 

Fig. 27:  Sensitivity analysis results showing simulated curves (grey) against 

laboratory results (green). 

 

With the information coming from the first part of the sensitivity analysis, calculations were 

conducted for the entire compression test up to the peak strength. The strain hardening 
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curve was adjusted manually based on the estimated parameter values obtained from the 

first part of the investigation. Fig. 28 shows numerical calculation results against laboratory 

results. The axial stress-strain curves show predominantly a failure at 2.5-3% axial compres-

sion. Lateral stress-strain curves correspond well to lateral strain of 0.6%, but do not achieve 

axial compressive strengths with lateral strain values of 2.3%. Axial stresses reach approxi-

mately the axial compressive strength of the laboratory test with values of 27 MPa. The curve 

progression of curves that are above the compressive strength is mainly controlled by the 

strain hardening function and thus determined by deformation of the grains. However, if a 

curve is below the compressive strength, the shear strength is decisive and the failure is re-

lated to grain boundary cracking. 

 

 

Fig. 28:  Sensitivity analysis results showing simulated curves (grey) against 

laboratory results (green) (modified after Haase (2015)) . 

 

Fig. 29 shows the relationship of shear and tensile events compared to the strength at the 

grain boundaries. To get a better overview, different curves were selected as an example 

and classified according to their failure mechanisms. The blue and cyan marked calculations 

show a failure due to the strain hardening function, whereas the orange marked curves are 

related to grain boundary cracking. The higher the shear strength, the less it is possible to 

damage the model along the grain boundaries and the lower the number of shear fractures. 

A similar behavior can be observed when looking at the tensile fractures. Smaller tensile 

strengths result in a greater number of tensile fractures. This clearly shows that the correct 

curve progression is mainly achieved by an adequate parameter set controlling grain defor-
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mation and deformation along the grain boundaries. The results of the sensitivity analysis 

indicate that intra- and intercrystalline deformation are closely related to each other. 

 

 
 

Fig. 29:  Relationship between number of shear (left) and tensile (right) fractures 

compared to the strength at the grain boundaries. Selected calculations are 

classified according to their failure mechanisms. 

 

To make a qualitative comparison between numerical and laboratory results, cumulative frac-

ture events were plotted against axial stress (Fig. 30). A linear increase of fracture events 

over stress can be determined for the cyan and blue curves. However, these are samples 

where the failure is mainly controlled by the strain hardening function and determined by in-

tracrystalline deformation of the grains. Thus, the orange curves should better correspond to 

laboratory results where the failure is primarily due to intercrystalline cracking.  

 

 
 

Fig. 30:  Cumulative shear (left) and tensile (right) fracture events versus axial stress 

for selected numerical calculations. Selected calculations are classified 

according to their failure mechanisms.  

 

The results indicate that the number of events, both shear or tensile, increase significantly 

towards the compressive strength. This is contrary to the laboratory results obtained, where 

the maximum AE rate is reached at axial stresses of 15 MPa and tends to decline thereafter. 
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Furthermore, the higher number of tensile fractures over shear events cannot be simulated 

adequately. However, a direct comparison between laboratory and numerical analysis by LS-

DYNA appears difficult since the criteria for the classification into tensile and shear fractures 

are completely different. 

 

Furthermore, it was shown that the laboratory condition selected has an impact on the de-

formation behavior of the sample. Due to the lower Young's Modulus of the PVC spacers 

with respect to the sample and the associated higher elongation at the top and bottom, the 

sample center becomes constricted at the beginning of loading. This constriction results in a 

smaller axial strain (Fig. 31). With increasing stress, the deformation behavior changes, 

which leads to greater axial strain accumulation at the sample center as compared to the 

entire salt sample.  

 

 
 

Fig. 31:  Concave and convex deformation of the sample at the beginning and with 

increasing stress.  

 

The information obtained from the sensitivity analysis was then used for parameter identifica-

tion. The objective is to identify the best parameter set (best design) that can be applied to 

simulate the laboratory results adequately. The best design of the parameter identification 

was also used as an input parameter set using 3DEC. However, this requires a rescaling of 

parameter values in order to assign a suitable elastic and plastic response. The best design 

parameter values and the strain hardening function used in 3DEC are given in Table 2. 

 

In 3DEC, the Voronoi model is the same as the one already used in LS-DYNA (see Fig. 24). 

With respect to the discretization there are differences. The Voronoi discretization in LS-

Dyna is carried out with 10-node quadratic tetrahedral elements whereas 3DEC uses linear 

shape functions (4-node tetrahedral elements). 
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Table 2: Calibrated parameters used in 3DEC 

 rock salt PVC-spacer 

 blocks contacts blocks contacts 

Young's modulus 36.75 GPa  3 GPa  

Poisson ratio 0.26  0.42  

normal stiffness  100000 GPa/m  35833 GPa/m 

shear stiffness  28000 GPa/m  10000 GPa/m 

friction angle 

(at slip) 
21.15° (21.15°) 

0° 

(18.52°) 
 

0° 

(18.52°) 

dilation angle 0° 29.75°  18.52° 

cohesion 

(at slip) 

a  epl 
b
 + cohini 

cohini = 2 MPa 

a = 3.92E07
 

b = 0.422 

15.45 MPa 

(1 MPa) 
 

1 MPa 

(1 MPa) 

tensile strength 

(at slip) 
- 

4.64 MPa 

(0 MPa) 
 

0 MPa 

(0 MPa) 

 

Fig. 32 shows calculation results of the best design against laboratory results. When looking 

at the numerical results and the axial stress strain curves, a comparison with laboratory suc-

ceeds well. The plastic deformation starts at values of about 7.5 MPa and is characterized by 

a deviation from linearity. In LS-DYNA, the axial strain accumulations are slightly higher, 

whereas 3DEC shows slightly lower strain accumulations compared with the laboratory re-

sults. Axial stresses reach approximately the axial compressive strength of the laboratory 

test with values of 27 MPa. The post peak behavior is characterized by brittle fracturing like 

failure with an abrupt decrease of axial stress as observed in the laboratory. In LS-DYNA, the 

calculated lateral strain accumulation up to 0.1% is in good agreement with laboratory re-

sults. 3DEC shows a slightly stiffer behavior with lower lateral strain accumulations when 

compared with the laboratory. However, maximum lateral strain with values of up to 0.25  

 

 

Fig. 32:  Axial and lateral strain versus axial stress, together with volumetric strain 

versus axial strain of laboratory testing and numerical analysis. 
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mm/mm as observed in the laboratory was not achieved in the numerical models. The simu-

lated post peak behavior is characterized by a more or less sudden decrease in stress, 

whereas the stress, determined in the laboratory, is maintained with increasing lateral strain 

over a larger range. The volumetric strain, which is directly calculated by using the axial and 

lateral strain results, does not fully correspond to laboratory tests. The simulation results pro-

duced by LS-DYNA qualitatively agree with the basic observations made in the laboratory 

showing first a compaction due to elasticity that is followed by a subsequent volumetric strain 

accumulation. The location of the dilatancy boundary is also in conformity with laboratory 

measurements. Compaction due to elasticity is, however, much too low in 3DEC and the 

volume increase due to plastic deformation is not adequately simulated. The volumetric 

strain remains nearly constant over a wider range of axial strain. One reason for this could be 

the different node elements used for discretization in 3DEC and LS-DYNA. 4-node elements 

are stiffer compared with 10-node elements and could therefore result in wrong plastic strain 

accumulations. 

 

To make a qualitative comparison between the numerical analysis and the AE testing, the 

onset of failure at contacts was equated with events detected by AE testing. The classifica-

tion of fracture events according to their type of fracture generation was conducted by 

determining the so-called failure states of contacts in a model using the internal FISH lan-

guage. There are four contact state indicators in 3DEC, which make it possible to distinguish 

between intact contacts (indicator = 0), contacts at slip (indicator = 1) and contact failed in 

tensions (indicator = 3) as well as contacts that have previously slipped (indicator = 2). Only 

state indicator one and three were used for evaluation. At specific calculation steps (every 

1000 steps), the state indicator of each contact was analyzed and the number of failed con-

tacts was plotted over numerical simulation time as well as axial stress (Fig. 33). The onset 

of failure is identified at stress levels above 3 MPa. The number of tensile fractures increases 

continuously and the maximum is reached between 10 and 12 MPa axial stress. At the be-

ginning of loading, tensile fractures appear more frequently than shear fractures, which is in 

good agreement with the laboratory results (see Fig. 20).  After this, the number of tensile 

fractures decreases continuously. The number of shear fractures increases less rapidly up to 

12 MPa and is maintained throughout the simulation. Shortly before the peak strength, the 

number of shear and tensile fractures increases significantly.  

 

 

Fig. 33:  Number of contacts failed in either tensile or shear against numerical 

calculation time. 
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Contacts failed in either tensile or shear were evaluated with respect to spatial and temporal 

occurrence (Fig. 34). To allow a comparison with AE testing results (see Fig. 21), the identifi-

cation does not include contacts previously failed, but only compromises contacts currently 

observed to the specified axial stress. When loading starts, cracking is restricted to the spec-

imen ends as observed in the laboratory. Cracking is primarily due to tensile fractures, which 

is also in good agreement with the AE testing results. Near the peak strength, the locations 

of crack initiations migrate to the center of the sample. The formation of a distinct nucleation 

region or a shear band development was not recognized.  

 

 

Fig. 34:  Spatial distribution of current contacts in failure, in either shear or tensile, at 

different stress levels. 

 

 

2.4 Discussion 

 

The objective was to develop a modeling approach that can be used to simulate the mechan-

ical deterioration of rock salt at grain scale. It constitutes the basis for the subsequent 

generation of fracture systems occurring in the EDZ. For this purpose, the DEM code 3DEC 

was used in combination with polyhedral elements (Voronoi tessellation). Since the shape 

and arrangement of grains can strongly influence the damage behavior of rocks, it was first 
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checked how well the Voronoi tessellation corresponds to the microstructure of real rock salt 

samples. The sphericity and the length-to-width ratio of grains correspond well to the rock 

salt samples used for comparison but there are differences regarding the grain size distribu-

tion and the orientation of the grains. The rock salt samples show a significantly larger 

proportion of smaller grains. Furthermore, a directional anisotropy in terms of particle shape 

was recognized that can influence the orientation of fracturing due to stress. However, a fur-

ther adaptation of the polyhedral elements was not carried out in order to avoid the 

generation of smaller polyhedral edges and, subsequently, degenerated bad-quality zone 

elements.  

 

In the first phase of the project, it was assumed that both intra- and intercrystalline defor-

mation processes are related to each other. It is described in the literature that 

incompatibilities in the plastic deformation of adjacent crystal grains cause local stresses at 

the grain boundaries, which lead to the formation of intergranular micro cracks. Thus, the 

models used so far do not allow the simulation of fracturing adequately. However, the entirely 

new development of a suitable anisotropic model would go beyond the scope of this project 

due to the amount of time required for implementation. For this reason, the model used in the 

first phase of the project was optimized by a further parameter adjustment. The results clear-

ly show that the correct mechanical behavior is mainly achieved by an adequate parameter 

set controlling grain deformation and deformation along the grain boundaries. The results of 

the analysis indicate that intra- and intercrystalline deformation are closely related to each 

other. Although the adjustment of the parameters to simulate the mechanical behavior pro-

vides good results, the simulation of the fundamental processes of cracking can only be 

achieved with constitutive models adapted to the DEM approach. Further research is needed 

in this field. 

 

The identification of material parameters used in the constitutive models was conducted by 

back calculation of laboratory experiments in terms of uniaxial compression tests. Due to 

long numerical calculation times when using the usual laboratory sample geometry, the com-

pression test had to be carried out on samples with significantly reduced diameter. This 

requires detailed knowledge about the mechanical representative elementary volume (REV) 

that is the smallest volume over which a representative deformation behavior can be ex-

pected. The diameter of the sample was set ten times the largest grain in the rock as 

generally recommended to ensure a sufficient quantity of blocks. However, it has not been 

studied to what extent the small sample size has an influence on the test results. Further-

more, only one structural Voronoi model was used for calibration. Therefore, it should be 

noted that certain statements about the statistical variance of the mechanical results are not 

possible. 

 

The calibration process is based on laboratory experiments in terms of uniaxial compression 

tests. The parameters derived for the Mohr Coulomb law only provide satisfactory results for 

relatively small external restraints as usually observed at the outer contour zone. However, 

under triaxial stress conditions usually observed for rock salt, a non-linear relationship has to 

be considered so that the linear relationship used in this report can only be an approximation. 

This applies particularly to the internal friction angle of the grains controlling the plastic de-

formation of single crystals. The calibration process by means of optimization methods 
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results in an internal friction angle of 21°. However, the deformation of single crystals can 

only depend on the differential stress and shall not be dependent on the stress magnitudes 

as described by the Mohr Coulomb law. Thus, with increasing stress, a higher differential 

stress is needed for the deformation of grains, which does not correspond to the response of 

single crystals when subjected to external load. 
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3 Simulation of Fracturing Processes in the Excavation Damaged Zone 

 

Many methods to describe the damage inside the EDZ are based on continuum mechanical 

approaches. An advantage is that larger structures can easily be simulated and the devel-

opment of constitutive models is well devised and proven. A disadvantage is that the 

simulation of damage with fractures explicitly represented is only suitable to a limited extent. 

For this reason, DEM models have recently been used to calculate the EDZ (Jobmann & 

Billaux, 2010; Lisjak et al., 2015). The explicit consideration of discontinuities is the main 

advantage over the continuum approach where the mechanical behavior of the rock matrix 

and the fractures are simply homogenized over the volume. 

 

The following chapter contains the generation of realistic fracture networks occurring in the 

EDZ using the DEM approach. The excavation of a drift is first simulated with continuum me-

chanical approaches and the zone stresses are recorded in certain parts and for certain 

depths of the EDZ. The zone stresses are then transmitted as boundary stresses onto a 

DEM model to simulate the fracturing in the EDZ.   

 

 
3.1 Continuum Modeling to Derive the In-situ Stress State 

 
The objective of the continuum mechanical modeling is to determine the in situ stresses that 

occur in the region surrounding an excavation in a rock salt formation. These stresses will be 

used as boundary conditions in the discrete element modeling to determine the EDZ (chap. 

3.2). 

 

The numerical model is based on continuum mechanical approaches and consists of a rock 

model with an excavation. The model was built under the requirement that the boundary 

conditions should not influence the simulation results in the region surrounding the disposal 

gallery. This leads to the simulation model dimensions of 200 m in the length and 200 m in 

the height. Fig. 35 illustrates the resulting numerical model and the area of interest (colored 

in blue). The top of the model corresponds to a depth of 1150 m and the bottom boundary is 

at 1350 m below ground level. The drift is modelled with a simplified geometry by using a 

square of six meters length with rounded corners at the center of the model. Rounding the 

corners permits to avoid numerical stress concentration effects that typically occur at sharp 

corners when the elastic material model is considered. The drift is located at a depth of 

1250 m below ground level.  

 

The drift is assumed to be long enough so that stresses along the drift are constant and the 

deformations in the direction along the drift can be neglected. Thus, the simulation process 

can then be reduced to a two-dimensional model. This approach is more conservative in 

comparison to a three-dimensional case. In a full three-dimensional model, the stress distri-

bution and the deformations take place in two directions (along the depth and along the 

gallery) whereas only one deformation direction is possible in a 2D model. This leads to more 

stresses and more deformations in a two-dimensional model. 
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Fig. 35:  Numerical model used to derive stress conditions 

 

The model is constrained at the left, right and bottom boundaries with roller boundary condi-

tions. A roller boundary condition supposes that only the degree of freedom perpendicular to 

the boundary face is fixed while gridpoints are free to move along the two other degrees of 

freedom parallel to the boundary face. A stress boundary of 24.8 MPa corresponding to the 

weight of the overburden rock is applied at the top boundary of the model to reestablish the 

in-situ stress conditions in the model. Since a two-dimensional model is considered, symmet-

ric boundary conditions are placed at the front and back face of the model. When symmetric 

roller boundaries are applied, the displacement of boundary gridpoints is restricted to a 

movement within the boundary plane. The gridpoint displacement perpendicular to the 

boundary is disabled. 

 

The area surrounding the gallery is discretized with identical hexahedral zones. Each discre-

tized zone has a square form of 5 cm length. These dimensions correspond to those of the 

model, which will be analyzed using the discrete modeling approach at the mesoscopic scale 

(chap. 3.2). Some zones are monitored during the simulation from the drift contour up to a 

depth of 7 m. These zones are highlighted in Fig. 35 (yellow zones). Stresses computed in 

these zones will be used as stress boundaries during the discontinuum mechanical model-

ing. 

 

The geology considered for this study is a generic rock based on the rock salt formations 

located in Germany. The rock salt is assumed to be homogeneous. The linear elastic param-

eters for the generic rock salt are a Young's modulus of 31 GPa coupled with a Poisson's 

ratio of 0.24. The values were derived from the numerical compression tests performed on 

cylindrical specimens to allow an alignment between continuum and discontinuum defor-
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mation. 2200 kg/m³ is the assumed value for the density of rock salt. This value represents 

the average density of homogeneous rock salt in the north of Germany. The gravity is set to 

9.81 m/s². A stress anisotropy factor of 0.8 is assumed here for testing.  

 

Rock salt exhibits a visco-plastic material behavior when it is subjected to mechanical loads. 

However, viscous or plastic behavior was neglected and the stress redistribution is solely 

based on the linear elastic solution. The simulation is performed with the finite difference 

based code Flac3D (Itasca, 2005). The simulation process starts with the initialization of the 

primary stress condition. This is the stress state in the rock before excavation. After this step, 

the excavation takes place by removing the finite difference zones compromising the drift. 

Numerically, this means that the stiffness of these zones is set to zero. Then, equilibrium 

iteration is performed. During the calculation, the rock mass converges and stress redistribu-

tions occur. 

 

The primary stresses are assumed to be lithostatic heterogeneous since a stress anisotropy 

factor of 0.8 was set in the model. At the level of the drift, the vertical stress σZZ is equal to  

-27 MPa whereas the horizontal stresses σXX and σYY are equal to -22 MPa before the exca-

vation. The graphical evaluation of the σXX-, σYY-, σZZ- and σXZ-stresses after the excavation 

are presented in Fig. 36.  

 

 

Fig. 36:  Stress state after excavation. 

 

In addition, the stresses in the monitored zones are shown in Fig. 37. The σXY- and σYZ-stress 

components remain equal to zero since a 2D-model is considered. The σXX stresses de-

crease from -22 MPa to nearly zero at the side wall of the drift due to stress redistribution. 

The σYY -stress component is equal to -14 MPa directly at the side wall and increases up to 

the level of the lithostatic primary stress of -22 MPa. Compared with the analytical results of 
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the excavation of a circular gallery where the maximum of σZZ is located directly at the side 

wall and is equal to two times the value of the horizontal stress component, the maximum 

vertical stress component in the drift is located deeper in the rock. The evaluation of the 

stresses in the monitored zones shows that the vertical stress at the gallery contour is about 

-28 MPa, reaches a maximum of -37.5 MPa at 1.5 m from the wall and decreases asymptoti-

cally up to vertical primary stress level of -27 MPa (Fig. 37). The contour plot of the shear 

component σXZ shows a concentration of shear stresses at the corners (Fig. 36). These 

stresses are antimetric over the diagonals of the squared gallery. In the middle of the model, 

where zones are monitored, the shear stresses remain negligible compared with the oc-

curred normal stresses. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 37: Monitored stresses 

with contour depth. 

 

 

3.2  Discontinuum Modeling to Simulate the Fracturing 

 
Stresses derived from continuum modeling were transferred as boundary conditions on a 

discrete model consisting of Voronoi elements in order to simulate the fracturing in the EDZ. 

Displacements in the large model (continuum model) and the submodel (discontinuum mod-

el) were, however, not compared in this step. For simplification it was furthermore assumed, 

that the applied stresses in the submodel are equal on opposite sides. This results in a dis-

placement field where the vertical plane of symmetry is in the center of the submodel. Thus, 

displacements simulated in the submodel do not correspond to the real displacement field 

where the convergence is aligned towards the drift across the entire submodel. However, 

compared to the continuum model the selected submodel is very small, so that differences in 

the displacement field are likely to have only a minor influence on the fracture processes in 

the investigated area. Nonetheless, this method can be generalized in order to simulate the 

real displacement field by considering the displacements calculated in the continuum model 

as boundary conditions in the discontinuum model. 

 

Discrete modeling was performed on a cube with a length of 50 mm, consisting of 1954 poly-

hedral shaped elements (Fig. 38). The average grain size of 4mm is the same size as was 
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used during the calibration of the constitutive material parameters. The constitutive models 

used are described in chapter 2.3.3 and the numerical parameters are reported in Table 2. In 

order to avoid any numerical effects due to the boundary conditions, the discrete model is 

hosted in a continuum far field block (Fig. 39). The dimensions of the block are five times 

larger than the discrete model. The far field block has the same material parameters as the 

crystals of the discrete model. The contact surfaces between both models are modeled like 

the joints of the discrete model. The role of the far field block is to transmit stresses to the 

discrete model. Therefore, the stresses of the monitored zones coming from the continu-

um mechanical analysis are applied at the boundary faces of the far field block  (Fig. 39). 

σXX is applied at the boundary faces located in x-direction. Respectively, σYY and σZZ are ap-

plied at the corresponding boundary faces in y- and z-direction.  

 

 

Fig. 38:  3DEC rock salt samples composed of polyhedral shaped elements showing 

a) the volume elements and b) the grain boundaries. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 39: Continuum far 

field block used to 

enclose the discrete 

model consisting of 

polyhedral elements. 

Parts of the far field are 

hidden for illustration. 
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Since the shear stresses are zero in the domain of interest, they are not illustrated in Fig. 39. 

The model is also constrained at the eight corners to avoid displacements which occur during 

the computational stepping necessary to reach the equilibrium. The outer corners are fixed 

with roller boundaries in all three directions. Initial stresses were first assigned in the model 

to simulate the lithostatic stress of the overburden rocks. The discrete model was allowed 

to reach an equilibrium state under the action of the initial and boundary stresses. Since 

3DEC is an explicit code, several computational steps are required to reach an equilibrium 

state (Itasca, 2013). The differential stress was then changed according to the calculated 

zone stresses derived from the continuum modeling. This corresponds to the stress redistri-

bution which occurs during the excavation of the drift. During the computation, the stresses in 

the discrete model converge from the values of the initial stresses to those of the boundary 

stresses. Monitoring points are located at the center of each face and at the center of the 

discrete model (Fig. 40). At the faces located in x-direction, i.e. at x = 0 cm and x = 5 cm, 

displacements in x-direction and σXX-stress components will be monitored. Respectively, dis-

placements and stress components in y-direction and z-direction will be monitored at the 

faces located in y-direction and z-direction.  

 

 

 

 

 

 

 

 

 

Fig. 40: Monitoring points 

used to determine the 

stresses and displacments 

in the discrete model during 

simulation. 

 

The simulation results of the discrete modeling are presented exemplarily for continuum 

zone stresses at a depth of 1.5 m starting from the drift contour (Fig. 35). The initial 

stress state in this zone is: σXX = σYY = -22 MPa and σzz = -27 MPa. After excavation, the 

secondary stress state in the same zone is equal to: σXX = -5.37 MPa, σYY = -20.6 MPa and 

σZZ = -37.8 MPa. Fig. 41 shows the stresses and the displacements in the discrete model at 

the measuring points after initializing of the stresses before and after excavation. Initial 

stresses are equal to the stresses monitored in the continuum mechanical approach. Stress-

es observed after excavation, however, differ somewhat from the continuum mechanical 

solution. For instance, the σZZ-stress component is equal to about -40 MPa at the boundary 

faces of the discrete model but is only -30 MPa in the model center compared with -37.5 

MPa calculated in this zone with Flac3D after excavation. This stress discrepancy can be 

explained by the stress redistribution in the discrete model which occurs when plastic defor-

mation takes place both in the Voronoi elements and in the joints between the polyhedral 

elements.   
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The evaluation of the occurred deformations in Fig. 41 shows that the discrete model is com-

pressed symmetrically in x- and z-direction due to the acting stresses in these directions. The 

deformations increase exponentially in the model up to reach a plateau where the model is in 

equilibrium. No deformations occur in y-direction because the model is not stressed in this 

direction: the σYY-stress component remains practically unchanged during the excavation 

(from -22 MPa to -20.6 MPa). It can also be seen that the center of the model does not move 

in any direction since this point is the center of symmetry of all stresses acting in the model. 

 

 

Fig. 41:  Displacement and stress histories at three measuring points within the 

discrete model consisting of polyhedral elements.  

 
The fracture network due to the applied stress at a depth of 1.5 m is shown in Fig. 42. 

The polygonal grain boundaries are subdivided into triangular faces due to the finite dif-

ference discretization. A fracture was defined as soon as one of the three knots of a 

triangular face failed using the internal FISH language.  The examinations of the crack pat-
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terns show that an important amount of cracks are more or less oriented along the y-z-plane 

due to the orientation quite perpendicular to the x-direction. Thus, it can be concluded that 

the resulting damage in the discrete model is anisotropic. The anisotropy is oriented along 

the z-axis. This corresponds to the direction of the highest stress applied at the boundary of 

the model. In the case analyzed here, the σZZ-stress component is the minimum principal 

stress due to the absence of a shear stress component in the considered zone. This is in 

agreement with observations where the fractures of the EDZ are principally orientated along 

the direction of the minimum principle stress (Popp et al. 2001). 

 

 
 

Fig. 42:  Simulated fracture network due to the applied stress state at a depth of 1.5 m 

from the drift contour. 

 

Simulated fracture networks for different depths according to the measuring points are 

shown in Fig. 43. It could be shown that the region damaged the most is at 0.5 m depth. 

Between 2-3 m depth the fractures decrease considerably but there are still a few frac-

tures at a depth of 4 m.  
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Fig. 43:  Simulated fracture networks in the EDZ using the DEM. 

 

However, it must be taken into account that the simulation of the fracture processes in-

side the EDZ is based solely on uniaxial compression tests in order to calibrate the 

parameters used in the constitutive models. Thus, it only provides satisfactory results for 

relatively small external restraints as usually observed at the outer contour zone. Pa-

rameters need to be calibrated under triaxial stress conditions usually observed at 

greater contour depths. Therefore, the question arises how well the simulated fracture 

system coincides with the one observed in the EDZ, especially at greater depth. A quan-

titative and qualitative comparison with in-situ fracture networks was not carried out due 

to a lack of information. However, based on visual observations (scaling at the outer 

contour), it is known that the fracture system in the EDZ is anisotropic in most cases. 

Furthermore, a simple comparison with the continuum mechanical solution was conduct-

ed. The octahedral shear stress was calculated for the monitored points in the 

continuum model and related to the dilatancy boundary proposed by Cristescu & 

Hunsche (1998). The dilatancy boundary gives information about the beginning of frac-

turing in the EDZ. It turns out that the damage extends to a depth of 2 m and the 

greatest damage is to be expected at a depth of nearly 1 m, which is in good agreement 

with the DEM solution (Fig. 44). 

 

 

3.3 Discussion 

 
The objective was to simulate the fracturing processes inside the EDZ using the DEM 

approach. For this purpose, the excavation of a drift was first simulated with continuum 

mechanical approaches and zone stresses were recorded for certain depths of the EDZ. 

Zone stresses were then transmitted as boundary stresses onto a DEM model compris-

ing polyhedral elements.  

 

The results of the DEM modeling shows a fracture-induced anisotropy, and fractures are 

oriented parallel to the maximum principal stress. It could be shown that the region 

damaged the most is at a depth of 0.5 m. Between 2-3 m depth the fracture density de-

creases considerably. The results are in good agreement with simulations performed 

with continuum mechanical approaches and using the dilatancy boundary after Cristescu 
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Fig. 44:  Calculated octrahedral shear stresses for the monitored points in the 

continuum model and dilatancy boundary after Cristescu & Hunsche (1998). 

 

 

& Hunsche (1998) to describe the damage in rock salt. However, it should be considered 

that the stresses derived from continuum modeling and transferred to the DEM model 

are based on a linear elastic solution. The stresses transferred to the DEM model do not 

consider the stress rearrangement due to plastic or viscous processes. The use of linear 

elasticity leads to high stresses as they actually occur in the EDZ. Furthermore, it must 

be taken into account that the DEM model only provides plastic deformation due to inter 

granular cracking and the plastic deformation of grains. However, the impact of time-

dependent (viscous) processes was not incorporated in this simulation (chap. 2.2) 
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4 Investigating the Hydraulic Behavior of the Excavation Damaged Zone 

 

So far, the mechanical deterioration of rock salt at grain scale was simulated using the dis-

crete element method in combination with polyhedral elements. The models were 

mechanically loaded using stress boundary conditions comparable to those of an EDZ. Fairly 

anisotropic fracture networks were simulated this way (chap. 3.2). In addition to mechanical 

processes, however, the hydraulic processes must be considered for a comprehensive eval-

uation of the EDZ. As discussed earlier, the permeability increase in the EDZ is mainly 

caused by microfractures, which can compromise the sealing function of the originally tight 

rock salt. Therefore, the specification of adequate permeability values is particularly im-

portant since it provides information about major pathways for fluid flow. 

 

The following chapter introduces a method to upscale the information gained from discontin-

uum modeling to the macroscale since the larger number of fractures makes the discrete 

approach less efficient for large-scale modeling. By calculating the permeability tensor, it is 

investigated if the flow of a discontinuum model with fractures explicitly represented can be 

simulated using continuum modeling approaches. The permeability tensor provides infor-

mation about the direction and magnitude of the major and minor component of flow. This 

allows the specification of directionally dependent (anisotropic) permeability properties that 

can be used as input parameters for continuum models simulating the fluid flow at larger 

scales. The methodical approach to obtain the permeability tensor is first validated on a pol-

yhedral model where the fractures are completely interconnected (chap. 4.1). Subsequently, 

the fracture networks provided in chap. 3.2 were used for hydraulic simulations to calculate 

the hydraulic conductivity tensor (chapter 4.2). However, due to the complex nature of the 

fracture network, it is not always certain that every fracture system can be simulated by an 

equivalent porous medium (Oda, 1986). A fracture network behaves more like a porous me-

dium if a sufficient number of discontinuities are present (Long et al., 1982). In addition to the 

upscaling concept, the connectivity of the fracture network must also be considered. If the 

fracture network is not at all connected to build a continuous path for fluid flow, a permeability 

tensor cannot be defined since the global permeability is zero (Bear et al., 2012). Therefore, 

it is especially interesting to see if the hydraulic tensor with increasing depth contour and 

thus decreasing fracture density can be determined. 

 

 

4.1 Upscaling of Hydraulic Data 

 

In practice, discrete approaches such as the Discrete Fracture Network (DFN) analysis are 

generally used to simulate fluid flow in fractured media (e.g. Jing, 2003). It is a widely ac-

cepted approach since it is, so far, an irreplaceable tool for modeling fluid flow in the near-

field with fractures explicitly represented (Min et al., 2004). Fractures that have already been 

generated using polyhedral models (see chapter 3.2) can be regarded as such a DFN. How-

ever, when the domain of interest increases, the larger number of fracture makes the 

discrete approach less efficient due to computational constraints (Jing, 2003). In this case, 

the application of continuum approaches becomes the method of choice. Thus, using the 

DFN approach, the hydraulic behavior of the EDZ can only be investigated for near-field 

problems, whereas simulations to study the entire system have to use continuum mechanical 
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approaches. Methods are needed to upscale the hydraulic behavior. The commonly used 

method is based on the following principles: the fluid flow of a given model with fractures 

explicitly represented is similar to that through a continuum model having equivalent hydrau-

lic properties (equivalent porous medium, e.g. Long et al. (1982); Oda (1986); Renard & De 

Marsily (1997); Panda & Kulatilake (1999); Niemi et al. (2000); Min et al. (2004)). Using con-

tinuum approaches as a DFN equivalent is, however, only feasible when the following 

requirements are met. First, the Representative Elementary Volume (REV) of the fracture 

network regarding the hydraulic behavior must exist and be known. Second, the derived 

equivalent hydraulic properties of the DFN can be approximated by a second-rank, symmet-

ric, positive-definite hydraulic conductivity tensor (Long et al., 1982; Niemi et al., 2000).  

 

The REV of a fracture network is the smallest volume over which the studied parameter, in 

this case the hydraulic conductivity, yields a constant value (Bear, 1972). Since the fluid flow 

in a fracture network is highly scale-dependent, the hydraulic conductivity is usually studied 

for various DFN models and with increasing model size to determine the REV (Fig. 45). The 

variances of calculated permeability components become smaller as the model size increas-

es, and the permeability values maintain constant ranges after a certain size (Min et al., 

2004). However, the simulations carried out in chapter 3 have already reached the limit of 

practical computational effort. An increase in size or the simulation of several DFN models 

for studying the hydraulic properties is therefore not feasible. Therefore, the assumption was 

made that the generated DFN models meet the REV criteria in order to investigate equivalent 

hydraulic properties. When determining equivalent hydraulic properties of fractured media for 

large scale modeling, the hydraulic conductivity tensor is a key parameter.  

 

 

 

 

 

 

 

 

 

 

Fig. 45: Statistical definition 

of a representative 

elementary volume (REV). 

 

 

 

4.1.1 3D Hydraulic Conductivity Tensor as a Criterion for Continuum Behavior 

 

For anisotropic porous media, the relationship between the specific discharge (or Darcy ve-

locity vector) qI and the hydraulic gradient Ji is given by Darcy’s law (Darcy, 1856): 

 

𝑞𝑖 = 𝐾𝑖𝑗 ∙ 𝐽𝑖 (12) 
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where Kij are the components of the hydraulic conductivity tensor. The components of the 

hydraulic gradient JI can be interpreted as δh/δi, which is the difference in water head across 

the length L. For three dimensions and an anisotropic porous medium, the hydraulic conduc-

tivity tensor has to be symmetric and plots an ellipsoid with the major and minor axes 

corresponding to the direction of minimum and maximum permeability (Niemi et al., 2000). In 

order to check whether the generated DFN behaves as a continuum, the calculated direc-

tional permeability must be investigated. The directional permeability is determined by 

simulating the flow through a DFN under different head directions and by determining the 

effective hydraulic conductivity based on the (one-dimensional) Darcy law (Niemi et al., 

2000). If the calculated directional permeability is plotted for each head direction and it can 

be represented approximately by a symmetric tensor, then continuum approaches can be 

used. However, since the fluid flow is largely influenced by the complexity and heterogeneity 

of the DFN, there is no guarantee that the system behaves as a continuum (Kulatilake & 

Panda, 2000).  

 

 

4.1.2 Directional Permeability 

 

As can be seen from the Darcy equation, the two vectors qi and Ji do not necessarily point in 

the same direction. Thus, the hydraulic conductivity can be calculated either in the direction 

of the discharge vector qi or in the direction of the hydraulic gradient Ji. Bear (1972) illus-

trates the derivation for conductivity both in the direction of discharge and in the direction of 

the hydraulic gradient. In this paper, the directional conductivity in the direction of Ji is used 

and is briefly presented in the following. After Bear (1972), the directional hydraulic conduc-

tivity KJ is a scalar physical quantity that describes the ratio between the magnitude of the 

discharge qi in the direction of the gradient and the gradient itself: 

 

𝐾𝐽 =
|𝑞|𝑐𝑜𝑠𝜃

|𝐽|
           |𝑞|𝑐𝑜𝑠𝜃 = 𝐾𝐽|𝐽| (13) 

 

where |J| is the magnitude of the hydraulic gradient and cos is the angle between the vec-

tors qi and Ji (Bear, 1972). 

 

 

 

 

 

 

 

Fig. 46: Relationship 

between qi and Ji for 

calculating the directional 

hydraulic conductivity 

 

The term |q| cos is the component of discharge qi in the direction of Ji. Using the product 

qi·ni instead, where ni is a unit vector in the direction of the gradient and substituting eq. (12) 
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in (13), we get the relationship between the directional conductivity and the hydraulic conduc-

tivity tensor (Long et al., 1982):  

 

𝐾𝐽(𝑛𝑖) = 𝑛𝑗𝐾𝑖𝑗𝑛𝑖 (14) 

 

In order to check whether the DFN behaves as a continuum, the calculated directional con-

ductivity for different head directions must be approximated by an ellipsoid with the three 

principal conductivity values Kx, Ky and Kz  (Long et al., 1982):  

 

𝑥2

1 𝐾𝑥⁄
+

𝑦2

1 𝐾𝑦⁄
+

𝑧2

1 𝐾𝑧⁄
= 1 (15) 

 

In this case, the reciprocals of square roots of the directional conductivity Kx
-1/2, Ky

-1/2 and 

Kz
-1/2 are the semi axes of the ellipsoid. The major axis of the ellipsoid is in the direction of 

minimum conductivity for hydraulic conductivity measurement in the direction of the hydraulic 

gradient Fig. 47.  

 

 

 

 

 

 

 

 

 

Fig. 47: Comparison 

between the theoretical 

permeability ellipse and the 

calculated numerical results 

(Long et al., 1982). 

 

Measurements of the directional permeability under different head directions can be used to 

find the equivalent permeability tensor for a given DFN. A number of different methods have 

been used in the past to evaluate the hydraulic conductivity tensor of a rectangular DFN 

model. Many of the methods have in common that fictitious hydraulic boundary conditions 

are used in order to evaluate the flow discharge. One method uses different but constant 

hydraulic heads between opposite boundaries, whereas the other two (2D) or four (3D) 

boundaries of the model were specified as no flux boundaries (e.g. Panda & Kulatilake, 

1999; Wang et al., 2002) (Fig. 48a).  

 

A disadvantage of this method is that impermeable boundaries provide insufficient infor-

mation about the flow behavior (Long et al., 1982). Another method consists of different but 

constant head conditions on opposite sides, but using linearly varying head boundaries along 

the other sides (e.g. Long et al., 1982; Oda, 1986; Zhang et al., 1996) (Fig. 48b).  
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Fig. 48:  Hydraulic boundary conditions with a) impermeable lateral boundaries, and 

b) two different but constant head conditions on opposite sides and linearly 

varying head boundaries along the other sides. 

 

The drawback associated with this approach is that the hydraulic gradient Ji is generally 

normal to the surfaces having the different but constant head conditions. Thus, the conduc-

tivity in any direction can only be measured by cropping and rotating smaller DFN models out 

of a larger DFN generation region (Fig. 49).  

 

 

 

 

 

 

 

 

 

Fig. 49: Generation of 

different flow regions by 

cropping and rotating 

smaller DFN models out of a 

larger region. Arrow marks 

the hydraulic head direction 

(modified after Long et al., 

(1982)).  

 

Contrary to stochastically generated DFN models, cropping smaller DFN out of a larger re-

gion can cause problems for a given DFN model. Therefore, the directional permeability was 

evaluated rather by changing the hydraulic boundary conditions than by rotating the model 

(e.g. Jackson et al., 2000; Blum et al., 2007).  

 

Hydraulic boundary conditions were changed using linearly varying heads according to the 

superposition principle to generate a unit hydraulic gradient vector in any direction. To obtain 

directional permeability values for different head directions, the gradient vector was rotated 

counterclockwise from 0° to 150° in 30° steps on the x-y plane starting in the direction of the 



Investigating the Hydraulic Behavior of the Excavation Damaged Zone 

FKZ 02 E 11082  TEC-36-2015-AB 
final report 68 

 

x-axis and assuming a right-handed Cartesian coordinate system. This procedure was car-

ried out for different inclination angles (angle between z-direction and the gradient vector) 

from 90° to 0° in 30° steps in order to characterize the fluid flow of the fracture system for 

various hydraulic gradients (Fig. 50). 

 

 

Fig. 50:  Hydraulic gradient vector in y-direction as an example of the hydraulic head 

boundaries with linearly varying hydraulic heads along the six sides of the 

cube. A unit head gradient was employed (9.81 Pa/m). 

 

When evaluating the directional permeability KJ, the components of the Darcy velocity vector 

qi need to be determined. This is usually accomplished by measuring the flow rate Q along 

the six cross-sectional areas A of the cube using the following relationship (Niemi et al., 

2000): 

 

𝑎𝑗𝑖 ∙  𝑞𝑖 =
𝑄𝑗

𝐴𝑗
     𝑗: [1; 6] 𝑖: [1; 3] (16) 

 

where ajx, ajy and ajz represent the components of the unit vector normal to surface j. The 

approach used in this study consists of taking the average Darcy velocity vector qi over the 

associated crack and matrix volume proposed by Oda (1985): 

 

𝑞𝑖̅ =
1

𝑉
(∫ 𝑞𝑖(𝑐𝑟𝑎𝑐𝑘)

∙ 𝑑𝑉(𝑐𝑟𝑎𝑐𝑘)

.

𝑉(𝑐𝑟𝑎𝑐𝑘)

+ ∫ 𝑞𝑖(𝑚𝑎𝑡𝑟𝑖𝑥)
∙ 𝑑𝑉(𝑚𝑎𝑡𝑟𝑖𝑥)

.

𝑉(𝑚𝑎𝑡𝑟𝑖𝑥)

) (17) 

 

Assuming the matrix (salt grains) is impermeable and the water flows only through intergran-

ular cracks, eq. (17) becomes: 

 

𝑞𝑖̅ =
1

𝑉
(∫ 𝑞𝑖(𝑐𝑟𝑎𝑐𝑘)

∙ 𝑑𝑉(𝑐𝑟𝑎𝑐𝑘)

.

𝑉(𝑐𝑟𝑎𝑐𝑘)

) (18) 
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The approach can be used as an easy and robust alternative for calculating flows at the 

boundaries of the block.  

 

In 3DEC, fluid flow is represented by flow through so-called flow planes. The flow planes are 

interfaces that separate the blocks and form a system of planar polygons within three-

dimensional space (Fig. 51). Flow planes are subdivided into flow zones and flow knots, 

which is due to the finite difference discretization. The local Darcy velocity vector (specific 

discharge) was determined for each flow zone using the internal FISH flow zone function 

flowrate. According to Itasca (2013) the function flowrate has the unit m3/s and gives the 

volumetric discharge (total discharge) Qi per unit width w of the plates in a zone accord-

ing to the cubic law: 

 

𝑄𝑖;𝑧𝑜𝑛𝑒 =
𝛿𝑓 ∙ 𝑔 ∙ 𝑏3

12𝜇
∙ 𝐽𝑖    (19) 

 

In order to get the Darcy velocity vector qi (m/s), the volumetric discharge Qi has to be 

divided by the cross sectional area Ai of the zone: 

 

𝑞𝑖 =
𝑄𝑖

𝐴𝑖
;    𝐴𝑖 = 𝑏 ∙ 𝑤          [𝑏 = 𝑎𝑝𝑒𝑟𝑡𝑢𝑟𝑒 𝑧𝑜𝑛𝑒;  𝑤 = 1𝑚] (20) 

 

 

 

 

 

 

 

Fig. 51: 3DEC 

relevant elements for 

calculating the Darcy 

velocity vector qi. 

 

Knowing the Darcy velocity vector qi and the hydraulic gradient Ji, the directional permeabil-

ity KJ can be calculated using eq. (13). In order to graphically check whether the DFN 

behaves as a continuum, the reciprocals of the square roots of the calculated directional 

permeability 1 √𝐾𝐽⁄  were plotted in a polar coordinate system. Furthermore, an average hy-

draulic conductivity tensor based on the calculated directional permeability KJ was calculated 

using the method of least squares by minimizing the following expression: 

 

MIN 𝑓(𝑘𝑖𝑗) ≔ ∑(𝐾𝐽
𝑛 − 𝑛𝑗𝐾𝑖𝑗𝑛𝑖)

2

𝑁

𝑛=1

 (21) 

 

where N denotes the number of hydraulic head directions. This is followed by a diagonaliza-

tion of the calculated hydraulic conductivity tensor in order to determine the three principal 
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values and the three corresponding directions. The procedure for finding the diagonalized 

tensor Kij
D is as follows (SPE, 2015): 

 

 Find the eigenvalues λi i:[1,n] of Kij from the eigenvalue equation det(Kij-λEn)=0, 

where En is the n-dimensional identity matrix; 

 Find the eigenvectors ui of the calculated eigenvalues λi ; 

 Form the similarity transformation matrix with the eigenvectors as columns (ui
T) and 

calculate the diagonalized tensor Kij
D. The diagonal values are the eigenvalues corre-

sponding to the eigenvectors. 

 

Substituting the three principal conductivity values Kx, Ky and Kz of the average hydraulic 

conductivity tensor in eq. (12) and plotting the permeability tensor ellipsoid on the polar dia-

gram containing the directional permeability values shows how well both values fit together. It 

allows the conclusion that the calculated directional conductivities can be approximated by a 

symmetric conductivity tensor, and therefore corresponding continuum behavior can be as-

sumed (see Fig. 47). Evaluating the direction in which flow takes place can also be solved 

graphically by plotting the Darcy velocity vector perpendicular to the ellipsoid surface in the 

direction of the outward normal (Liakopoulos, 1965). The hydraulic gradient vector Ji and the 

Darcy velocity vector qi are collinear along the three principal directions of the ellipsoid. 

 

 

4.1.3 Validation of the Numerical Method 

 

The validation of the methodical approach was carried out on simple models, where it was 

possible to analytically solve the fluid flow. For the flow simulations, a constant water density 

of 1000 kg/m3, gravity acceleration of 9.81 m/s2 and a dynamic viscosity of 0.001 kg/ms were 

assumed. Fig. 52 illustrates, as an example, the determination of the hydraulic conductivity 

tensor on a simple model having just two fractures. Anisotropy with regard to the fluid flow 

was created by implementing an orthogonal fracture system with different apertures of frac-

ture planes in each direction. It can be shown that the calculated hydraulic values correspond 

exactly with the analytic solution. 

 

 

Fig. 52: Principal values of the hydraulic conductivity tensor kij based on the 

analytical and numerical solution and using a fracture system with fracture 

planes arranged orthogonally to each other and parallel to the faces of the 

cube. 
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However, when rotating the fracture system towards the diagonal of the cube, there is a ge-

ometrically caused increase of the crack volume. Due to the approach used (volume integral 

over the crack system), an increase in the crack volume results in larger hydraulic conductivi-

ty values compared with the rectangular model (Fig. 53).  

 

 

Fig. 53:  Principal values of the hydraulic conductivity tensor kij based on the 

numerical solution and using a rotated fracture. 

 

In order to avoid the influence of the cube geometry on the simulation results and to ensure a 

consistency among the hydraulic calculations, the hydraulic evaluation is therefore carried 

out within a measuring sphere (Fig. 54).  

 

 

Fig. 54:  Principal values of the hydraulic conductivity tensor kij based on the 

numerical solution. To determine the average Darcy velocity vector only fluid 

zones lying within a sphere were used for calculation. 

 

In a next step, it was checked whether the polyhedral models are also suitable for hydraulic 

modeling. However, the polyhedral models were no longer suitable for analytical calculation 

so that the hydraulic results were only checked for plausibility. First, a polyhedral model was 

tested in which all the faces between the polyhedral elements are open and have a constant 
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aperture width of 100 m. Fig. 55 shows the model used and the calculated hydraulic con-

ductivity tensor. The tensor ellipsoid approximates a sphere, which indicates that the fracture 

topology has no influence on the direction of permeability. The Voronoi diagram behaves 

hydraulically isotropic due to a fairly random orientation of fracture planes. Thus, a geometry-

induced anisotropy due to a preferred orientation of polyhedral elements can be excluded. 

 

 
 

Fig. 55:  Determination of the conductivity tensor for an isotropic Voronoi model.  

 

In the second test, the fracture properties were changed in order to cause a preferred fluid 

flow direction. The aperture of fracture planes having a normal vector n = (0, 1, 2) and a pre-

defined angle tolerance of 40° were halved from 100 to 50 m (blue colored fracture planes, 

Fig. 56).  

 

 
 

Fig. 56:  Determination of the hydraulic conductivity tensor for an anisotropic Voronoi 

model. The anisotropy was induced by reducing the aperture of fracture 

planes having a normal vector n = (0, 1, 2) and an angle tolerance of 40° (blue 

colored fractures). 
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Since the fracture aperture has a major effect on the permeability following the cubic law, this 

should induce a distinct anisotropy in the permeability of the fracture network. The tensor 

ellipsoid clearly indicates the minimum permeability in the direction of the more closed fac-

ture planes. The major axis of the ellipsoid is in the direction of minimum conductivity for 

hydraulic conductivity measurement in the direction of the hydraulic gradient. 

 

 
4.2 Estimation of Equivalent Hydraulic Properties 

 

The permeability of a DFN depends significantly on the geometry of the fractures (size, orien-

tation and density) as well as the transmissivity of individual fractures (Min et al., 2004). As 

mentioned earlier, the former was generated using Voronoi models to simulate the fracturing 

at grain scale. The fluid flow through these individual fractures has not been considered yet, 

and hydraulic information is needed to derive these properties. The hydraulic calibration of 

relevant input parameters is generally similar to the procedure used for calibrating the me-

chanical input parameters: fracture transmissivities are varied until conformity between 

measured and simulated results is achieved. However, it is very difficult to obtain relevant 

hydraulic information, and there was no data available that was suitable for calibration. For a 

first estimate, the aperture was adjusted based on information coming from microscopic in-

vestigations. The fluid flow through individual fractures is based on the cubic law where the 

aperture is the main input parameter controlling the fluid flow. In literature, aperture values 

derived from microscopical investigations are specified between 1-5 m (Pusch et al., 2002). 

Rock salt that was damaged during laboratory testing shows aperture values up to 100 m 

but apertures below 10 m were mainly measured. The cubic law is a simplified model that 

considers fluid flow between smooth-walled plates. However, natural fractures are more like-

ly to be rough-walled, with walls contacting each other at discrete points (Klimczak et al., 

2010). The equivalent aperture that is affected by fluid flow, called hydraulic aperture, is gen-

erally smaller than the (mechanical) aperture measured microscopically (Brown, 1987; 

Hakami & Larsson, 1996).  Different approaches of correlating mechanical to hydraulic aper-

tures have been developed (e.g. Bandis et al., 1983; Barton et al., 1985; Witherspoon et al., 

1980). However, these approaches are generally based on larger fractures (rock joints) and 

a transfer to micro fractures at grain scale must be considered with caution. Based on the 

cubic law, a change of 3 orders of magnitude in aperture would result in a 9 order of magni-

tude change in permeability (Zhang & Sanderson, 2002). Thus, quantifiable and reliable 

permeability values depend mainly upon suitable aperture values. The calibration of the hy-

draulic models is problematic due to a lack of flow input parameters as well as hydraulic data 

used for validation. Therefore, only a qualitative statement about the permeability of the EDZ 

within different contour depths is possible 

 

The hydraulic investigations conducted so far only assume a fluid flow along all grain bound-

aries using constant fracture apertures (chap. 4.1.3). However, it is known that the 

permeability increase is due to the development of a fracture system. In order to characterize 

the permeability increase due to the evolution of fractures, the fluid flow in unbroken grain 

boundaries (contacts) was numerically inhibited using the 3DEC internal command set crack 

flow on. The hydraulic conductivity is thus solely controlled by the formation of new cracks 
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along the grain boundaries. The maximum allowable hydraulic aperture after a contact has 

broken was set to 10 m. 

 

The hydraulic conductivity tensor of the fracture patterns that were introduced in chap. 3.2 

were calculated for the depths of 0 m, 0.5 m, 1 m and 1.5 m of the EDZ. At these depths the 

greatest damage is to be expected (Fig. 43). Fig. 57 shows the ellipsoid calculated and the 

principal values of the hydraulic conductivity tensor at a depth of 0.5 m from the drift contour.  

 

 

Fig. 57:  Calculated hydraulic conductivity tensor ellipsoid at a depth of 0.5 m from 

the contour and corresponding principal values of the hydraulic conductivity. 

 

Since the calculated numerical results (yellow dots) and the calculated ellipsoid fit together, 

the hydraulic behavior can be approximated by a symmetric conductivity tensor. Due to the 

geometry of the fracture pattern, the principle directions of the conductivity tensor are parallel 

to the orthogonal Cartesian coordinate system. The tensor ellipsoid clearly indicates the 

maximum permeability (minor axis of the ellipsoid) along the y-z-plane which is in the main 

direction of the fracture planes and in direction of the highest stress. There is only a small 

difference between the principle values of the conductivity tensor in the yz-plane and, thus, 

the conductivity can be assumed as an orthotropic property. The anisotropy factor, defined 

as the ratio between the maximum and minimum principle conductivity, resulted in a value of 

1.73. In order to allow a comparison with values from the literature, the hydraulic conductivity 



Investigating the Hydraulic Behavior of the Excavation Damaged Zone 
 

TEC-36-2015-AB   FKZ 02 E 11082  
  final report 75 

 

(m/s) was converted into permeability values (m2) using the fluid properties given in chap. 

4.1.3. The permeability k is related to the hydraulic conductivity kf according to the following 

equation: 

 

𝑘 =
𝑘𝑓 ∙ 𝜇

𝜌𝑓𝑙𝑢𝑖𝑑 ∙ 𝑔
 (22) 

 

where  is the dynamic viscosity of water, fluid is the density of water  and g is the gravity. 

This lead to permeability values in the order of 10-15 m2 according to Fig. 57. Geotechnical in 

situ measurements along a drift contour in rock salt using a surface packer give permeability 

values between 10-16 and 10-14 m2 (Bollingerfehr et al. 2011). Wieczorek & Schwarzianeck 

(2004) specify permeability values between 10-16 and 10-15 m2 near the drift surface.   

 

A similar behavior according to the hydraulic conductivity is recognized at a depth of 1 m 

from the drift contour (Fig. 58). Due to a lower differential stress and thus lower damage, the 

calculated permeability values are slightly lower. 

 

 

Fig. 58:  Calculated hydraulic conductivity tensor ellipsoid at a depth of 1 m from the 

contour and corresponding principal values of the hydraulic conductivity. 
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Fig. 59 shows the fracture pattern and the (pore) pressure in the joints at a depth of 0 m from 

the drift contour. Since the hydraulic gradient is implemented by using boundary conditions, 

open fractures that are directly connected to the model boundary show an increase in the 

pore pressure. However, the fracture density is smaller than it was for depths of 0.5 m and 

1 m and the fractures no longer connect. A continuous path for fluid flow is absent and the 

model becomes globally impervious which can be observed by the zero pore pressure re-

gions in the center of the model. Thus, a hydraulic conductivity tensor cannot be specified for 

depths of 0 m and 2 m from the drift contour due to the non-existing fracture connectivity. 

 

 

Fig. 59:  Simulated fracture pattern and corresponding pore (or joint) pressure 

distribution at a depth of 0 m from the drift contour. 

 

 

4.3 Discussion 

 

Anisotropic fracture networks were simulated using mechanically calibrated Voronoi models 

and stress boundary conditions comparable to those in the EDZ. The objective was to char-

acterize the fluid flow in the simulated fracture networks. In order to quantify the fluid flow the 

hydraulic conductivity tensor was calculated which provides information on the direction and 

magnitude of the major and minor component of permeability. The models must be calibrat-

ed, which is usually carried out by varying relevant input parameters until laboratory or in-situ 

conditions are achieved. However, hydraulic calibration was not possible and relevant input 

parameters could only be estimated based on (mechanical) apertures measured microscopi-

cally. One of the possibilities to overcome this problem is to determine the full permeability 

tensor on rock samples in the laboratory (e.g. Renard et al., 2001). Nevertheless, realistic 

permeability values in the order of 10-15 m2 could be numerically calculated. The anisotropy of 
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the fracture pattern is also reflected in the hydraulic conductivity tensor. An anisotropy factor 

of 1.73 can be specified at a depth of 0.5 m from the drift contour. For depths of 0 m and 2 m 

no tensor ellipsoid could be specified since the simulated fracture connectivity is below the 

percolation threshold. 

 

Hydraulic simulations are based on fluid flow through fractures simulated along the grain 

boundaries. Microstructural investigations have shown that intracrystalline cracks may also 

develop under higher stresses. Although these fractures are considerably less frequently 

observed, they could also play an important role in the connectivity of fractures and, thus, the 

fluid flow.  

 

The hydraulic simulations by means of 3DEC are very time-consuming so that the model 

dimensions have to be reduced. Moreover, the determination of the hydraulic conductivity 

tensor requires several computational runs so that alternatives have to be considered in the 

future. An alternative approach could be a geometrical percolation model where the connec-

tivity and hence the permeability can be assessed from the fracture density. 
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5 Investigations on a Liquid Silica Improved Fracture System 

 

In order to meet the requirement of the sealing function of a technical barrier, injection of 

liquid silica is generally considered as a sealing technique of microfractures. In the first 

phase of the project, on-site experiments were conducted in order to verify the sealing injec-

tion technique by means of liquid silica. In-situ experimental injection tests of liquid silica 

were carried out in a small area of the EDZ in the mine Niedersachsen Riedel (K+S AG) from 

a depth of about 1087.5 m (-1041.5 NN). The liquid silica was mixed with the fluorescent dye 

Uranin to visualize the silicate in rock salt later. Once the work was completed and after a 

waiting period of three months, samples (drill cores) were taken from the injected host rock 

and thin sections were prepared to inspect the fracture system microscopically. The samples 

were evacuated in a desiccator and soaked with blue epoxy resin to intensify the visualiza-

tion of microfractures. More information about the cores and the in-situ-experimental injection 

of sodium silicate solution can be found in the final report “Improvement of the EDZ in salt” 

(VerA I). 

 

 

5.1 Microstructural Analysis 

 

For the microscopic examination, the drill core OFP6 was selected. About 25 ml sodium sili-

cate solution was injected over the surface. Fig. 60 shows the investigated core sample with 

the injected areas (cut parallel to the cylinder axis). 

 

 

 

 

 

 

 

 

 

 

 

Fig. 60: Core OFP6 showing the 

fluorescing injected area. 

 

In order to allow a three dimensional characterization of the fracture system, three thin sec-

tions (100 x 70 mm) were cut perpendicular to each other (Fig. 61). These thin sections were 

prepared around the injection hole and, therefore, include areas with sodium silicate solution. 

Thin section x6 was cut parallel to the cylinder surface, whereas z6 and y6 were orientated 

along the cyclindrical axis. To allow a comparison with the original host rock, an additional 

thin section (x6b) was prepared outside the injected area at the bottom of the core. 

 

Microscopic analysis of thin sections was performed using a 1 cm² raster applied on the thin 

section, which is essential for evaluation. The investigations were performed with a fluores-

cence microscope (Fa. Leitz). Pictures were taken both in transmitted light and in UV light. 
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The analysis contains a significant photo documentation that visualizes the chemical gelation 

process with regard to the injection pressure and the topology of the fracture system. The 

knowledge gained from these microscopic analyses has therefore been summarized below 

and is based on typical observations. 

 

 

Fig. 61:  Orientation of the thin sections.  

 

Pictures that were taken under UV light show fluorescent regions (Fig. 62). The intensely 

bright green areas result from Uranin which was added into the sodium silicate solution. The 

Uranin molecules are incorporated partially in the silicate structure during gelation. Further-

more, single fluorescing particles can also be found in the epoxy compound. These particles 

were probably separated from sodium chloride during the soaking with the epoxy resin. It is 

not excluded that the blue colored epoxy resin derived light green reflections. During 

preparation, the epoxy may have transported uranin-bearing dust upon impregnation of the 

core.  

 

 
 

Fig. 62:  Under UV light, the silicate fluoresces distinctly with a bright green color 

(right). In transmitted light (left), it appears brownish. The blue colored epoxy 

resin appears dark-green. Partly, small light green particles are seen in the 

epoxy compound. 
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When sodium silicate comes in contact with rock salt, the chemical gelation of the injection 

grout starts. At first, this takes place at the edge of the crack. As soon as the local injection 

pressure decreases in a single crack and nothing more can be inserted, the gelation process 

starts in the entire crack. Fig. 63 shows a crack system filled with silicate along several 

grains. Especially under UV light the penetrated silicate is clearly evident. The subsequentely 

injected epoxy cannot penetrate completetly into theses fractures due to sealed flow 

channels. However, there is some uncertainity when evaluating the preferred flow paths of 

both silicate and epoxy. Flow paths within a three dimensional fracture system cannot be 

detected adequately with two dimensional thin sections. However, cracks are naturally differ-

ent in size and shape. Very narrow areas can lead to bottlenecks when injecting the sodium 

silicate solution. Due to the small cross section, a faster gelation process can be observed in 

such areas. If there is an insufficient local injection pressure, no further sodium silicate can 

be injected through these bottlenecks. As a consequence, only a smaller part of the crack 

system can be covered. The process-related low injection pressures support such develop-

ment. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 63: Thin-section X6; raster E1. 

With silicate filled crack system 

through several grains and along 

the grain boundaries. Top: 

transmitted ligth; right: UV light. 

 

The penetration behavior of liquid sodium silicate into intragranular cracks or along grain 

boundaries is shown exemplarily in Fig. 64 and Fig. 65. The crack aperture is less than 10 

mircrons, which indicates that the liquid sodium silicate is able to penetrate into smallest 

fissures.  
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Fig. 64: Detailed view from Fig. 11. In transmitted light, the silicate is barely visible 

(left). Under UV light, the fluoresced silicate is visible within the filled crack 

system. Left: transmitted ligth; right. UV light (prep.: resulting by 

preparation). 

 

 

Fig. 65:  Detailed view from Fig. 11. In transmitted light, the silicate is barely visible 

(left). Under UV light, the fluoresced silicate is visible within the filled crack 

system. Left: transmitted ligth; right. UV light (prep.: resulting by preparation. 

 

Fig. 66 and Fig. 67 show exemplarily the silicate fixed in cleavage planes in halite and anhy-

drite. It has therefore the capability to penetrate into smallest fissures. 

 

 

Fig. 66:  Detailed view from Fig. XX. Cleaving face filled with silicate. Left: transmitted 

light; right: UV light. 
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Fig. 67:  Thin section 6; raster D10. Anhydrite crystals with silicate. Left: transmitted 

ligth; right: UV light. 

 

Apart from the incorporation of Uranin in the silicate structure during gelation, it is also likely 

that Uranin molecules are incorporated in the reaction solution. The reaction solution may 

continue to migrate into the rock salt, which can be seen by fluorescent traces in the form of 

fluid inclusions (Fig. 68). Partial "necking down" effects are recognizable. The gaseous inclu-

sions are not visible under the UV light. The fluid inclusions can be regarded as a remnant of 

the reaction solution. Hydrocarbon fluid inclusions can be excluded since these inclusions 

can only be found in the vicinity of the silicate.  

 

 

 

Fig. 68:  Thin-section X6; raster A9. Fluorescent fluid inclusions. Inclusions that 

contain only gas are not visible unter UV light. In the lower right, "necking 

down" effects can be seen. Left: transmitted light; right: UV light. 

 

Fig. 69 shows a crack tip sealed with silicate, which in transmitted light shows as a brownish 

mass. Starting from the crack tip, fluorescent traces in the form of fluid inclusions can be 

considered as a remnant of the reaction solution that became trapped within the crystal 

structure. 
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Fig. 69:  Thin-section X6; raster C4. Fluorescent fluid inclusions next to silicate. Left: 

transmitted light; right: UV light. 

 

 

5.2 Discussion 

 

The thin sections of the injected rock salt drill core that were examined give information re-

garding the penetration behavior of the sodium silicate during an injection for the very first 

time. In contrast to injection techniques generally used in rock salt, the injection performed in 

this project was realized using a surface packer that offers only a small injection pressure. 

For this reason, only a small amount of sodium silicate could be injected. Nevertheless, sci-

entifically valuable and important insights and previously unknown phenomena can be 

described. It was not clear where the reaction solution remains after the injection of sodium 

silicate. The present study shows that the reaction solution may continue to migrate into the 

rock salt and become trapped within the crystal structure in the form of fluid inclusions. Fur-

thermore, it could be shown that sodium silicate solution can penetrate into crack systems 

with widths of less than 10 microns and seal them.  
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6 Long-Term Stability of Liquid Silica Improved Rock Salt 

 

Sodium silicate solutions (water-glass; liquid glass) are chemical systems that contain water, 

anions of silicic acid, and Na2O. Common properties of the solutions are low viscosities and a 

high alkaline milieu. A decrease of the pH value, a loss of water and/or an increase of elec-

trolytes (salt) induce an initial gelation and a subsequent hardening of silicate solution. 

During this process, a network of colloidal particles is formed. The solid reaction product is 

amorphous silica. Since 1925 sodium silicate solutions have been used as chemical grout in 

civil engineering to stabilize and seal rocks and soils. Lohmann (1930) describes a success-

ful application of sodium silicate solutions in the course of a dam construction in a potash 

mine. The reactions with soluble salts make the use of sodium silicate solution suitable for 

the grouting of evaporate rocks. Essential for an evaluation of the long-term stability of the 

amorphous silica is sufficient knowledge about the chemical and mineralogical interactions 

with the rocks and brines.  

 

During the first phase of the project, a laboratory research program was conducted that con-

sidered injection of rock salt with sodium silicate solution (Bollingerfehr et al., 2011). The 

influence of the contact with NaCl and MgCl2 solutions on the mineral content and the com-

position of the solutions were investigated. It could be shown that the MgCl2 content in saline 

solutions has a decisive influence on the Si-solubility of amorphous silica. The solubility of 

the amorphous silica is negligible in saline solutions with > 20 wt% MgCl2 (lower than the 

solubility of quartz in aqueous solutions). Over time, stable MOC-318-phases are also 

formed in these solutions. Halite can be regarded as a stable phase, since the solutions used 

were saturated by halite. Furthermore, it was shown that crystalline structures evolve slowly 

from the amorphous silica. Laboratory experiments show a built-up of cristobalite structures. 

According to natural analogues quartz could be a final reaction product. Basic information 

about the composition of sodium silica solution and MOC/MOS-phases as well as the mech-

anisms during the contact of sodium silica solution with the saline environment was pointed 

out in the first phase of the project (Bollingerfehr et al., 2011). 

 

The investigations are divided into three parts. The first part completes experiments regard-

ing the long-term stability of amorphous silica that have been started in the first phase of the 

project. The solubility of amorphous silica in saturated NaCl-solutions with low contents of 

MgCl2 (4 and 10 wt% MgCl2) is to be determined. The investigations have been supplement-

ed by an experiment for temperature dependence of amorphous silica in contact with saline 

solution with > 20 wt% MgCl2 at 35 °C. The second part deals with the formation of silicate-

colloids when amorphous silica comes in contact with saline solutions. For this purpose, first 

index tests were conducted. In the third part it is tested whether amorphous silica is able to 

act additionally as a chemical barrier. Index tests were performed to check the reaction be-

havior of selected trace elements in contact with amorphous silica in a saline environment.  

 

 

6.1 Investigations about the Resistance of Amorphous Silica in Saline Solutions 

 

The experiments are used to complete the database for solubility of amorphous silica in sa-

line solutions. They are a prerequisite for assessing the long-term stability of injected sodium 
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silicate solutions in rock salt. However, it should be noted that the chemical stability in the 

laboratory may differ fundamentally from that occurring in situ due to different physical and 

chemical conditions. Furthermore, the preparation can have a significant impact on the 

chemical reactivity. The amorphous silica used for the experiments was mechanically highly 

stressed during preparation and exposed to various environmental conditions. It was first 

dried and milled and then added to saline solutions. Then, it was removed from the saline 

solutions and washed with alcohol. In this case, the amorphous silica dehydrated. Thus, a 

direct comparison of the long term stability between laboratory and in-situ conditions is only 

possible to a limited extent.  

 

In order to ensure a comparison with investigations already carried out during the first phase 

of the project, the amorphous silica came from the same production batch, and the experi-

mental solutions used contained similar amounts of electrolytes. Halite grit was solidified with 

sodium silica solution (water-glas 37/40; = 1.36 g/cm³; pH= 11.4; Co. Carl Roth) in a plastic 

syringe. The samples were stored at room temperature for half a year. The plastic syringes 

were cut in order to remove the hardened halite grit / amorphous silica cylinders. The sam-

ples used for the following experiments were stored at room temperature in plastic boxes for 

3.5 years. For the subsequent experiments, the surface areas of the samples were enhanced 

by crushing and milling. The initial material was dried at 32 °C after milling. with dry screen-

ing, the particle fractions < 450 µm, 450 to 2000 µm and > 2000 µm were separated. The 

particle fraction of 450 to 2000 µm was used for the experiments with salt solutions and col-

loid investigations (part one and two). The experiment of part three was carried out with the 

particle fraction < 450 µm. The remaining fraction was archived. 

 

Table 3 shows the analyzed amorphous silica before saline solution addition. It is made up of 

84 wt% NaCl and 8.2 wt% amorphous silica. The mass ratio of SiO2/Na2O amounts to 1.02. 

Dried Sodium silica solution analysed by XRF (X-ray fluorescence analysis) shows 78.2 wt% 

SiO2 and 21.8 wt% Na2O. The mass ratio of SiO2/Na2O amounts to 3.6. 

 

Initial material 

compounds wt% 

Na2O 7.96 

MgO 0.07 

Al2O3 0.02 

SiO2 8.15 

SO3 0.03 

NaCl 83.76 

total 100 
 

 

 

 

 

 

Table 3: Composition of the initial 

material (halite/amorphous silica). 

Calculated without water. 

Analysed by XRF. 

 

 

Three salt solutions of pure chemicals (Merck suprapur) were used for the experiments. Sat-

urated NaCl-solutions with 4, 10 and 20 wt% MgCl2 were prepared at room temperature (20-

22 °C). Table 4 shows the composition of the saline solutions used.  
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Table 4:  Composition of the saline solutions. The numbers in brackets indicate the 

weight percent of MgCl2 within the solution. 

 
NaCl/MgCl2(4)-

solution 

NaCl/MgCl2(10)-

solution 

NaCl/MgCl2(20)-

solution 

Ion [wt%]    

Na
+
 8.41 5.88 1.96 

K
+
 0 0 0 

Mg
2+

 1.13 2.65 5.21 

Cl
-
 15.97 16.51 17.97 

SO4
2-

 0 0 
0 

 

Calculated compound [g/L]    

NaCl 256 180 65 

KCl 0 0 0 

MgCl2 53 125 249 

pH 6.17 6.10 6.21 

 

A total of three tests were carried out (V4, V5, V6). Since the amorphous silica is identical to 

that used in the first part of the project, a consecutive numbering was chosen. The test series 

V1, V2 and V3 are described in Bollingerfehr et al. (2011). The labelling of the test series and 

the allocation to the saline solutions are shown in Table 5. The amorphous silica was mixed 

with saline solution in a mass ratio of 1 to 5 and stored in air tight polyethylene bottles. The 

bottles were moved on a shaking platform daily for 1 minute. Test V6 was stored in a heating 

cabinet at 35 °C. At this temperature, the saturated solution was slightly undersaturated. 

 

Table 5:  Description of the test series and sampling frequencies. The test series V1 to 

V3 were described in VerA I (Bollingerfehr et al. 2011). am. silica = 

amorphous silica. 

 Test series 

 V4 V5 V6 

solid  halite/am. silica  halite/am. silica halite/am. silica 

solution NaCl/MgCl2-sol. NaCl/MgCl2-sol. NaCl/MgCl2-sol. 

MgCl2 in solution 

[wt%] 

4 10 20 

system SiO2-NaCl-MgCl2-H2O SiO2-NaCl-MgCl2-H2O SiO2-NaCl-MgCl2-H2O 

temperature [°C] 23 23 35 

initial weight 

solid [g] 
50 50 50 

initial weight 

solution [g] 
250 250 250 

sampling 

solution [days] 

0,5/1/2/5/10/ 

20/40/90 

0,5/1/2/5/10/ 

20/40/90 

0,5/1/2/5/10/ 

20/40/90 

sampling 

solid [days] 
1/10/90 1/10/90 1/10/90 

 



Long-Term Stability of Liquid Silica Improved Rock Salt 

FKZ 02 E 11082  TEC-36-2015-AB 
final report 88 

 

For chemical analysis, the mixture of amorphous silica and saline solution must be separated 

into solid and liquid fractions. 4 ml of each mixture were centrifuged at a speed of 20000 rpm 

over a period of 30 min. The concentrations of the dissolved Si were determined by induc-

tively coupled plasma mass-spectrometry (Elan 6000 ICP-MS; Co. Perkin Elmer). The 

concentrations of dissolved Na, K, Mg, Ca, Cl and SO4 were analyzed by ion chromatog-

raphy (IC; Co. Methrom). The pH values were measured with a calomel electrode. 

 

The solid fractions obtained this way (4 to 6 g) were cleaned, washed with ethyl alcohol, fil-

tered (45 µm), and dried at 35 °C. This procedure should prevent mineralogical changes of 

the solid fractions after sampling as far as possible (e.g. crystallization of halite due to evapo-

ration). The solid fractions were investigated using X-ray diffraction analysis (XRD; X´Pert 

PW 3020; Co. PANalytical), backscattered electron imaging including semi-quantitative en-

ergy dispersive X-ray microanalysis (EDX; ESMA; SX100; Co. Cameca) as well as X-ray 

fluorescence analysis (XRF; Axios; Co. PANalytical). The oxygen contents were calculated 

on a stoichiometric basis prior to a scaling to 100 wt%. Table 6 shows the investigations car-

ried out on the amorphous silicate and the saline solution and on the amorphous 

silicate/saline solution mixtures (test series V4, V5 and V6). 

 

 

Table 6:  Compilation of the performed analysis of the initial components and as well 

of the test series V4, V5 and V6 according to time. [d]= days.  

 Initial components Test series 

 solution solid V4 [d] V5 [d] V6 [d] 

IC 

(Na,K,Mg,Cl,SO4) 

x  0,5/1/2/5/10/ 

20/40/90 

0,5/1/2/5/10/ 

20/40/90 

0,5/1/2/5/10/ 

20/40/90 

ICP-MS (Si) 

 

x  0,5/1/2/5/10/ 

20/40/90 

0,5/1/2/5/10/ 

20/40/90 

0,5/1/2/5/10/ 

20/40/90 

pH x  0,5/1/2/5/10/

20/40/90 

0,5/1/2/5/10/

20/40/90 

0,5/1/2/5/10/2

0/40/90 

XRD  x 1/10/90 1/10/90 1/10/90 

RFA  x    

ESMA  x 1/10/90 1/10/90 1/10/90 

 

 

A backscattered electron image of amorphous silica before the saline solution was added 

and coated with carbon is shown Fig. 70. 
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Fig. 70: Backscattered electron 

image (BSE) of the initial material 

showing halite and amorphous 

silica, which were formed by the 

reaction of sodium silicate 

solution with halite. 

 

 

Analysis Carried out on the Solid Fractions  

 

The solids are analyzed by XRD and ESMA. Since new phases are formed in the course of 

the experiment for which no references exist, an exact allocation of the registered signals is 

often not possible. The results of the initial material and the test series V4, V5 and V6 are 

given below.  

 

The results of X-ray diffraction analysis (XRD) of extracted solid samples compared with the 

initial material are listed in Table 7. Halite is the dominant crystalline phase. The amorphous 

silica cannot be detected, because of it´s not existing crystallinity. An elevated background 

assigned an amorphous phase between 50 and 53 °2. This background disappeared in 

test series V6 after 90 days. A strong signal at 28.56 °2according to a d-spacing of 3.124 

Å, indicates the build-up of a mineral structure. The crystalline SiO2-form cristobalite has 

such a lattice spacing, anhydrite also.  

 

Magnesium oxichlorides (MOC) were detected as well. The MOC-518-phases in test series 

V6 occur on the day 1 and in test series V4 and V5 between the day 1 and day 10. The 

transfer from MOC-518 into MOC-318 occurs in V6 within the first day of the experiment. In 

test series V4 and V5, the transformation into MOC-318 did not occur during the experiment.  
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Table 7:  XRD-results of solids. h = halite; Crist? = possibly cristobalite; Am1 = 

amorphous area at 50-53 °2, MOC-318: Mg2(OH)3Cl x 4H2O; MOC-518: 

Mg3(OH)5Cl x 4H2O; xx = dominant phases, x = mean phases; - = not 

detectable. V1, V2 and V3 are described in VerA I. 

Initial material Test-series 

 

 

1 

days 

10 

 

90 

 V4    

xx h (31.722 °2) xx xx xx 

- MOC-518 (11.86 °2) - x x 

x Am1 (50-53 °2) x x x 

x (Crist?) (28.559 °2) x x x 

 V5    

xx h (31.722 °2) xx xx xx 

- MOC-518 (11.86 °2) - x x 

x Am1 (50-53 °2) x x x 

x (Crist?) (28.559 °2) x x x 

 V6    

xx h (31.722 °2) xx xx xx 

- MOC-518 (11.86 °2) x - - 

- MOC-318 (11.86 °2) x x x 

x Am1 (50-53 °2) x x - 

x (Crist?) (28.559 °2) x x x 

 

 

The silicate reacts with the Mg from the solution. EDX analyses of the silicates prove that the 

release of Na+ is coupled with a fixation of Mg2+. To some extent, it was not possible to de-

tect sodium in the silicate structures. This reaction appears very quickly, even in Na-solutions 

with small amounts of Mg (Table 8).  

 

Table 8:  EDX semi-quantitative analysis of silicate from test-series V4 after 1 day 

reaction time. 

Elements  Oxides [%] 

 O Na Mg Si Cl  Na2O MgO SiO2 

wt% 51.3 0.62 6.84 40.88 0.36     

atom-% 64.38 0.54 5.65 29.23 0.2  0.83 11.35 87.46 

wt% 51.77 3.31 0.44 44.18 0.3     

atom-% 64.99 2.89 0.36 31.59 0.17  4.46 0.73 94.51 

 

Fig. 71 to Fig. 73 show BSE pictures from the solids. Newly formed halite crystals can be 

seen in all test series after 1 day of contact with the solutions. These crystals can be traced 

back to the contact with the saline solutions or result from the drying process. In test series 

V4 and V5 (SiO2-NaCl-MgCl2-H2O-system with 4, respectively 10 wt% MgCl2), the formation 
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of MOC-518-phases occurs between the first and the tenth day of the experiment (Table 7). 

The MOC-318-phases could also not be detected within the 90 days of the experiment. 

 

In text series V6 (SiO2-NaCl-MgCl2-H2O-system with 20 wt% MgCl2 and 35 °C temperature, 

slightly undersaturated; Fig. 73, Table 7), needles of MOC-518- and MOC-318-phases are 

detected after 1 day of contact with solutions. This means that the formation of the MOC-

518-phases took place directly after the experiment had started. The transformation into the 

stable MOC-318-phases started on the first day and ended during the first 10 days of the 

experiment.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 71: BSE pictures from solid 

(halite/amorphous silica) of test 

series V4 (SiO2-NaCl-MgCl2-

H2O/OH
-
-system) with 4 wt% MgCl2 

after 1 (a), 10 (b) and 90 (c) days.  
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Fig. 72: BSE pictures from solid 

(halite/amorphous silica) of test 

series V4 (SiO2-NaCl-MgCl2-

H2O/OH
-
-system) with 10 wt% 

MgCl2 after 1 (a), 10 (b) and 90 (c) 

days.  
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Fig. 73: BSE pictures from solid 

(halite/amorphous silica) from 

solutions of test series V4 (SiO2-

NaCl-MgCl2-H2O/OH
-
-system) with 

20 wt% MgCl2 and 35 °C after 1 (a), 

10 (b) and 90 (c) days.  

 

  

Analysis carried out on liquid fractions  

 

In order to obtain data on the SiO2 solubility, the solution analysis is of particular importance. 

The main components as well as the Si content were determined as a function of time. Table 

9 shows the main components, the Si amounts and the pH values of the solutions during the 

experiment. The Si content in all solutions is below the detection limit with < 0.9 µg/g. 

 



Long-Term Stability of Liquid Silica Improved Rock Salt 

FKZ 02 E 11082  TEC-36-2015-AB 
final report 94 

 

In test series V4 (saturated NaCl-solution with 4 wt% MgCl2), the pH value increases within 

12 hours from 6.2 up to pH 8.8 and decreases to pH 8.6 after 40 days. The Na content in-

creases from initially 8.4 wt% up to 8.9 wt% while the Mg content decreases from 1.1 wt% to 

0.9 wt%. In test series V5 (saturated NaCl-solution with 10 wt% MgCl2), the pH increases 

within 12 hours from 6.1 up to pH 8.3 and decreases to pH 8.2 after 90 days. The Na content 

increases from initially 5.9 wt% to 6.4 wt% while the Mg content decreases from 2.7 wt% to 

2.4 wt%. In test series V6 (slightly undersaturated NaCl-solution with 20 wt% MgCl2 at 35 °C), 

the pH rises within 12 hours from 6.2 up to pH 7.2 and levels up to pH 7.3 during the duration 

of the experiment. The Na content increases from initially 1.96 wt% to 2.6 wt%, and the Mg 

content decreases slightly from 5.2 wt% to 5.08 wt%. 

 

Table 9:  Composition and pH values of solutions of test series V4, V5 and V6. 

Dominant components in wt% and Si in µg/g. sampling V4-d1= Test series V4 

- day 1.  

 

sampling Na Mg Cl pH Si 

V4 (4 wt% MgCl2) 8.41 1.13 15.97 6.2 < 0.9 

V4-d0,5 8.52 1.11 16.03 8.8 < 0.9 

V4-d1 8.59 1.06 16.00 8.9 < 0.9 

V4-d2 8.67 1.02 16.00 8.9 < 0.9 

V4-d5 8.91 0.97 16.22 8.9 < 0.9 

V4-d10 8.88 0.93 16.04 8.9 < 0.9 

V4-d20 8.91 0.90 15.99 8.9 < 0.9 

V4-d40 8.90 0.88 15.95 8.9 < 0.9 

V4-d90 8.93 0.87 15.97 8.6 < 0.9 

V5 (10 wt% MgCl2) 5.88 2.65 16.51 6.1 < 0.9 

V5-d0.5 5.97 2.62 16.53 8.3 < 0.9 

V5-d1 6.03 2.57 16.49 8.4 < 0.9 

V5-d2 6.13 2.53 16.50 8.4 < 0.9 

V5-d5 6.22 2.47 16.45 8.3 < 0.9 

V5-d10 6.30 2.44 16.45 8.4 < 0.9 

V5-d20 6.37 2.38 16.40 8.4 < 0.9 

V5-d40 6.35 2.40 16.40 8.4 < 0.9 

V5-d90 6.38 2.38 16.43 8.2 < 0.9 

V6 (20 wt% MgCl2 

35 °C) 

1.96 5.21 17.97 6.2 < 0.9 

V6-d0.5 1.88 5.28 17.95 7.2 < 0.9 

V6-d1 2.09 5.23 18.11 7.3 < 0.9 

V6-d2 2.52 5.15 18.54 7.5 < 0.9 

V6-d5 2.59 5.10 18.49 7.4 < 0.9 

V6-d10 2.65 5.07 18.55 7.2 < 0.9 

V6-d20 2.59 5.08 18.44 7.3 < 0.9 

V6-d40 2.61 5.08 18.47 7.3 < 0.9 

V6-d90 2.58 5.08 18.45 7.3 < 0.9 
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Results 

 

The results of VerA I could be confirmed by the recent investigations. Fig. 74 shows the total 

dissolved SiO2 contents of the salt solutions of VerA I and VerA II. Evaluated literature data 

of solubility tests from amorphous SiO2 in salt solutions and the solubility of quartz in water 

are used for comparison. In VerA I, the solids had an age of 0.5 years. In pure NaCl-

solutions the Si contents show an average value of 59.9 µg SiO2/g (28 µg Si/g) after one day 

of contact /VerA I/. In the solution with 20.0 wt% MgCl2 (T = 20 °C), Si reaches a maximum 

value of 8.6 µg SiO2/g (4 µg Si/g), while in Q-solution the Si content lay below the detection 

limit of < 2.14 µg SiO2/g (1 µg Si/g) /VerA I/. In all solutions of VerA II, the Si solubility of the 

3.5-year-old solid lay below the detection limit of < 1.9 µg SiO2/g (0.9 µg Si/g). (The different 

detection limits are a result of different analysis instruments). 

 

All salt solutions containing MgCl2 lay below the solubility line of amorphous Silica in MgCl2-

solutions from Marshall & Warakomski (1980). The results point to a function of age of the 

initial material. In this context, it would be interesting to carry out experiments with amor-

phous silica in pure NaCl solutions as a function of solid age. 

  

 

Fig. 74:  SiO2-contents from tested solutions compared with the solubility of 

amorphous silica in different concentrations of pure saline solutions. The 

solubility for quartz at pH 6-7 is given for comparison. 

 

For the silicate phases, the XRD patterns of the solids in the NaCl-solutions with variable Mg-

content are comparable. In the range 20-25 °2 a background signal can be assigned to the 

amorphous or poorly crystallised MOC. Peaks document the formation of MOC-518, which 

transfers into the stable MOC-318. Geochemical calculations were made to prove the satura-

tion states of the MOC-phases (Fig. 75). The values confirm the results of the mineralogical 
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investigations of Vera I and VerA II. Consequently, subsequent reaction of the MOC-318-

phase to soluble compounds can be excluded, even over long periods of time. 

 

 

Fig. 75:  Calculated saturation state of the MOC-phases during the first 150 days of 

the experiment at room temperature (a) and during the experiment at 35 °C in 

test series V6 (b). Squares and diamonds indicate the calculated saturation 

state. The red and green lines represent equations adjusted to the calculated 

saturation states. 

 

 

6.2 Colloid Investigations  

 

Sodium silicate solutions consist of sodium cations, hydroxide anions, monomeric and poly-

meric silicates, and species of colloidal size. In solutions with SiO2:Na2O ratios ranging from 

2:1 to 4:1 about 75 % of the silica is present as extremely small particles which increase from 

1 nm to 2 nm in diameter with increasing ratio (Iler 1982, Otterstad & Brandreth 1998). The 

condensation of polymerization of the silicates occurs in such a way that the number of Si-O-

Si bonds will be maximized and the number of terminal hydroxyl groups will be minimized. 

Thus more complex and greater particles are formed. In the case, the contents of salts are 

insignificant, the particles grow in size with decrease in number. The reactions result in a 

formation of so-called silica sols. However, in the presence of salts three-dimensional gel 

networks of amorphous silicates arise. 

 

Index tests were carried in order to obtain information on the influence of the solid-state reac-

tion on the amount and size of the silicate species in the residual solution. The initial material 

of the particle fraction 450 to 2000 µm was used with an age of 3.5 years. The tests focused 

on pure NaCl solutions as a precipitation of dissolved Mg2+- and Ca2+-cations would influence 

the measurement results. In addition, NaCl solutions contain in comparison to magnesium 

salt solutions higher amounts of dissolved silicates. For the execution of the index tests solu-

tions with 10.3 wt%, 5.2 wt%, 2.6 wt%, 1.3 wt% NaCl were prepared at room temperature. 

Due to the halite content of the solids (initial material) an increase of the NaCl content could 

be expected. In order to keep the particles in the solutions, the samples were not filtered or 

centrifuged after sampling. The analyzed solutions were clear and contained no visible sus-

pended matter. The experimental procedure (solid/solution ratio, sampling procedures, et 

cetera) corresponds to the test series V4 to V6. However, the experiment lasted only 9 

hours.  
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The total Si-content of the solutions was analyzed by ICP-MS and the content of monomeric 

silicates (e.g. Si(OH)4) was determined by photometry after the formation of coloured molyb-

date complexes. So the difference between the analysis of photometry and ICP-MS could 

indicate higher polymerized silicic acid molecules, for example colloids.  

 

Qualitative particle sizes or distributions are investigated by photon cross-correlation spec-

troscopy (also known as dynamic light scattering). Table 10 shows the pH-values of the initial 

solutions with different concentrations of NaCl and the after contact with the solid. The Si-

values analysed with the different methods and the detected particle sizes are shown as well. 

The V1-experiments (VerA I) resulted in maximum Si values of about 170 µg/g (ICP-MS) at a 

pH value of almost 11. These values were determined 12 hours after starting the experi-

ments and the solutions were filtered and centrifuged. Prior to the addition of the saturated 

NaCl solution, the mixtures of halite grit and water glass were stored for half a year at room 

temperature. The Si contents of the test solutions decreased in the course of the experi-

ments to values between approx. 20 and 40 µg/g. 

 

Table 10:  pH-, Si-content and particle size in different concentrated NaCl-solutions 

after contact with halite/amorphous silica. The solutions were not filtered or 

centrifuged. 

 NaCl-solution 

wt% NaCl 1.3 2.6 5.2 10.3 

pH     

Initial solution 6.2 7.5 7.9 6.6 

start 10.7 11.0 10.7 10.4 

9h 10.8 11.1 10.8 10.4 

Si [µg/g]     

ICP-MS 150 803 680 183 

Photometry 34.7 32.5 46.2 40.0 

Particle size[µm] 1.3 – 1.9 0.002 – 0.18 0.8 – 1.5 1.3 - 2 

 

 

Table 10:  pH value, Si content and particle size range in NaCl solutions after contact with 

halite/amorphous silica. The solutions were not filtered or centrifuged with the 

exception of the saturated NaCl solution (26.4 wt%.  Index*: Results of the V1 

(VerA I) measurement series. N.d.: not determined. 

 

wt% NaCl 1.3 2.6 5.2 10.3 26.4* 

pH value 

Initial solution 6.2 7.5 7.9 6.6 7.2 

Start 10.7 11.0 10.7 10.4 10.7 

After 9 hours 10.8 11.1 10.8 10.4 10.9 / 10.9 

Si content [µg/g] 

Total amount (ICP-MS) 150 803 680 183 163 / 181 

Monomeric silicate (Photometry) 34.7 32.5 46.2 40.0 N.d. 

Particle size [µm] 1.3 – 1.9 0.002 – 

0.18 

0.8 – 1.5 1.3 - 2 N.d. 
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As to be expected, the pH-values of the initial solutions were in the neutral range. The con-

tact with the silicate phases caused a significant increase of the pH-value. This is plausible 

because of the use of alkaline water glass, the release of hydroxide ions during the polymeri-

zation of silica and the low capacity of pure NaCl solution to stabilize the pH-value. 

Experiments with colored indicators showed comparable results.  

 

In the case of two solutions (1.3 wt% and 10.3 wt% NaCl), the total Si content is comparable 

to the measurement results of the V1 (VerA I) test series. However, two measurements result 

in much higher Si values (2.6 wt% and 5.2 wt%). These values are incomprehensible and 

errors during the measurement cannot be ruled out. Conspicuous in all cases is that the 

amounts of Si analyzed by ICP-MS are higher than analyzed by photometry. Considering a 

total Si content of 170 µg/g, the proportion of monomeric silicates varies in a range of 19 % 

to 27 % with an average value of 23 %. According to the particle size measurements, the 

remaining Si contents are fixed in colloids, despite the large variations of the size values and 

the differences between the solutions. The calculated proportions are comparable to the val-

ues of Iler (1982). This result suggests that the ratio of the monomeric silica to the higher-

molecular silica components changes only slightly in NaCl solutions, however, more investi-

gations are necessary to confirm this finding. 

 

 

6.3 Reaction Behavior of Selected Trace Elements in Contact with Silicate in a 

Saline Environment 

 

It is a well-known that sodium silicate solutions and amorphous silicates reduce the concen-

tration of many metal ions in low-saline waters (e.g. Fendorf et al. 1994, Fendorf & Sparks 

1994, White et al. 1998). Moreover, natural analogue studies show a large binding capacity 

of silicates for heavy metals, such as uranium (e.g. Massey et al. 2014). There are several 

possible mechanisms that reduce the amount of dissolved metals. The mechanisms include 

the formation of insoluble metal silicates, physical adsorption of the metals onto silicate sur-

faces, and the encapsulation within silicate polymers. In addition, the polymerization of 

silicates causes a release of hydroxide ions. As a result of this reaction metals can be fixed 

in the structure of metal hydroxides. In the case chlorides or sulfate anions are present metal 

oxichlorides or oxisulfates can precipitate. An example is the reaction of dissolved Mg2+ ions. 

During the experiments the concentration of this metal decreases from initially 5.1 wt% 

(20 wt% MgCl2) to 4.8 wt.% after 40 days. The processes of fixation were the formation of 

Mg-silicates and magnesium oxichlorides, which precipitate instead of magnesium hydroxide 

due to the high Mg-content of the residual solution. 

 

The reactions of monomeric silicates with divalent and trivalent metal ions could be de-

scribed by the following equations in a simplified manner, where M2+ and M3+ are used as an 

abbreviation of the metals: 

 

2 M2+ Si(OH)4  M2SiO4 + 4 H+ 

M3+ + Si(OH)4  MSiO(OH)3
2+ + H+. 
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By this way dissolved radionuclides, such as uranyl and neptunyl cations (cf. Dent et al. 

1992, Michard et al. 1996), react with silicates, e.g.: 

 

UO2
2+ + Si(OH)4 → UO2SiO(OH)3

+ + H+. 

 

Final reaction products can be the minerals sodeyite ((UO2)2(SiO4) 2H2O) or in the presence 

of magnesium sklodowskite (Mg(H3O)2(UO2)2(SiO4)24H2O) (cf. Stohl & Smith 1981). 

 

Generally, the interactions of the silanol group of polymeric silica with dissolved metals can 

be described as 

 

x(≡Si-OH) + Mn+  M(≡Si-O)x
(n–x)+ + xH+. 

 

According to Porter & Weber (1971) the interaction with Fe3+ can be written formally as 

 

(→ SiOH)m + Fe3+  (→ SiOH)m–n(→ SiO)nFe(3–n)+ + nH+. 

 

With the regard to the precipitation of hydroxides, it is necessary to consider that their solubil-

ity varies in a wide range and the equilibrium solubility of most metals is strongly pH 

dependent (Fig. 76). Generally, hydroxides of monovalent alkali metals are strong bases with 

a high solubility. Despite the fact that the values of divalent and trivalent metals are lower, 

large differences exist. For example, the solubility of Cu, Ni, Cd are somewhere in the region 

of milligram per liter, whereas the solubility of barium hydroxide shows a strong dependence 

on temperature and the solubility is about 56 gram per liter water at 20°C. Strontium hydrox-

ide is more readily soluble in water than the hydroxides of calcium and magnesium. 

 

 

 

Fig. 76:  Solubility of copper (Cu), nickel (Ni), and cadmium (Cd) in water in 

dependance of the pH value (Patterson et al. 1983, Ayres et al. 1994). The 

yellow and the blue fields mark the expected pH range of the NaCl-MgCl2-

solution and the NaCl-solution, repsectively.  
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The salt content of solutions influences the reactions of the silicate phases. A variety of 

heavy metal oxychlorides are well-known and described in the literature (e.g. Feitknecht & 

Ammann 1951, Feitknecht & Collet 1936, 1939, Feitknecht & Fischer 1935, Oswald & 

Feitknecht 1964). Consequently, metal oxychlorides and oxysulfates can precipitate in a 

high-saline environment instead of pure hydroxides. In addition, the pH-buffer-capacity of 

many salt solutions can influence the reaction mechanisms. For this reason, laboratory tests 

were carried out which proof the formation of solids during the mixing of water glass with 

barium (Ba), cobalt (Co), iron (Fe), nickel (Ni), and strontium (Sr) salt solutions. The visual 

observations are comparable to the well-known crystal, silicate or chemical garden experi-

ments. Chemical gardens are obtained from the precipitation reaction on adding crystals of a 

soluble heavy metal salt to aqueous solutions of sodium or potassium silicate. They are a 

long-studied phenomenon and detailed information about their formation and composition 

are described for example by Cartwright (2011a,b) and Pagano et al. (2007). 

 

Due to the positive results of the experiments, first key tests were carried out to obtain quan-

titative measurement values of the dissolved metal concentrations. Caesium was chosen as 

an example of a monovalent metal, however, caesium hydroxide, has a high solubility in wa-

ter. In addition, the behavior of the divalent ions Cs+
, Ni2+, Co2+, Ba2+ and [UO2]

2+ were 

investigated. Ni2+ and Co2+ can be viewed as a representative of a larger group of heavy 

metals that include Cu2+ and Cd2+ (cf. Fig. 76) or Fe2+ and Zn2+.  In addition, this selection 

considers a wide range of ionic radius. Two tests related to the reaction behavior of iodine. It 

is expected that the chloride minerals of barium, caesium, cobalt, nickel or strontium do not 

limit the final concentration, because of their high solubility in water.  

 

The fraction < 450 µm of the milled initial material (salt grit/amorphous silica) was used. The 

experiments were conducted with pure saturated NaCl solution and saturated NaCl solution 

with 20.0 wt% MgCl2. The initial material was diluted 1:5 with solution (50 g solid / 250 g solu-

tion) (Table 11).  

 

Table 11:  Compilation of experimental approaches to the retention tests and sampling 

period. 

 unit SV-1 SV-2 SV-4 SV-4 

solid < 450 µm g 50 50 - - 

Sodium silica solution 37/40  mL - - 10 10 

NaCl-solution, pure g 250 - 100 - 

NaCl-solution (20 wt% MgCl2) g - 250 - 100 

Ni2+  µg/g 10 10 - - 

Co2+ µg/g 10 10 - - 

Sr2+  µg/g 10 10 - - 

Ba2+  µg/g 10 10 - - 

Cs+  µg/g 2 2 - - 

[UO2]
2+  µg/g 2 2 - - 

I- µg/g - - 10 10 

sampling solutions  [d] 1/41/90 1/41/90 1/41/90 1/41/90 
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For the tests with iodine, a defined quantity of sodium silica solution (37/40) was filled into 

iodised solutions. To prevent oxidation to iodine I2, solutions were reductively stabilized with 

1 g of Na2SO3. The solutions with iodine were stored in glass jars in order to prevent the 

sorption of I- to the vessel walls. The tests lasted 90 days. For analysis, the solutions were 

centrifuged for 30 min at 20000 rpm. The analysis was performed using inductively coupled 

plasma mass-spectrometry. Mineralogical investigations of the solids were not carried out. 

 

The results of the test series SV-1 to SV-4 are listed in Table 12 and shown in Fig. 77. Table 

13 shows the results of pH-measurements (V1- and V2-experiments) in comparison to the 

concentrations of the divalent heavy metals.  

 

Table 12:  Concentration trends of the studied trace elements in different solutions in 

contact with silicate (samples: SV-1 and SV-2) and sodium silicate solution 

(samples: SV-3 and SV-4). 

 unit blind 1 2 3 

Time of contact [d] 0 1 41 90 

sample SV-1 in pure NaCl-solution    

Ni2+  µg/g 9.9 0.4 0.0 0.0 

Co2+ µg/g 9.5 0.4 0.0 0.0 

Sr2+  µg/g 10.2 9.8 3.1 2.6 

Ba2+  µg/g 9.7 9.5 4.1 3.7 

Cs+  µg/g 1.7 1.7 1.6 1.6 

[UO2]
2+  µg/g 1.8 1.6 0.0 0.0 

sample SV-2 in NaCl-solution (20 wt% MgCl2)     

Ni2+  µg/g 9.9 7.9 1.4 0.8 

Co2+ µg/g 9.9 8.8 1.1 0.3 

Sr2+  µg/g 10.1 10.1 10.1 10.2 

Ba2+  µg/g 9.4 9.4 8.5 8.5 

Cs+  µg/g 1.7 1.6 1.6 1.6 

[UO2]
2+  µg/g 1.9 1.8 1.2 0.9 

sample SV-3 in pure NaCl-solution     

I-  µg/g 10.3 10.2 10.0 10.1 

sample SV-4 in NaCl-solution (20 wt% MgCl2)    

I-  µg/g 9.8 10.1 4.2 10.2 
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Table 13:  Results of the pH-value (V1-experiments) and concentrations of Ni2+, Co2+, 

Sr2+, Ba2+, and [UO2]2+ in the initial solutions and after contact with the 

silicates (samples: SV-1 and SV-2). 

Time of contact pH-value (V1) Ni2+ Co2+ Sr2+ Ba2+ [UO2]
2+ 

 V1-experiments Sample SV-1 in pure NaCl-solution 

0 d 7.19 9.9 9.5 10.2 9.7 1.8 

1 d 11.0 / 11.0 0.4 0.4 9.8 9.5 1.6 

41 d 10.9 / 10.8 0.0 0.0 3.1 4.1 0.0 

90 d 10.8 / 10.8 0.0 0.0 2.6 3.7 0.0 

 V2-experiment Sample SV-2 in NaCl-solution (20 wt% MgCl2) 

0 d 7.7 9.9 9.9 10.1 9.4 1.9 

1 d 7.9 7.9 8.8 10.1 9.4 1.8 

41 d 7.4 1.4 1.1 10.1 8.5 1.2 

90 d 7.4 0.8 0.3 10.2 8.5 0.9 

 

 

 

Fig. 77:  Percentage decrease in the dissolved ions due to the contact with 

amorphous silica. 

 

In both test solutions, the concentration of the Cs+ decreases only slightly. The values of the 

Table 13 illustrate a rapid decrease of Ni2+ and Co2+ concentrations and contemporaneous a 

significant increase of the pH-value in the NaCl-solutions. In contrast, it is not possible to 

correlate the decrease of the Sr2+, Ba2+, and [UO2]
2+-concentrations with the change of the 

pH-value. Finally, Co2+ and Ni2+ are completely removed, [UO2]
2+ up to > 99 % and Ba2+ and 

Sr2+ to 60 % to 75. 

 

In the NaCl-solution with 20 wt% MgCl2, the largest decreases are of Co2+ and Ni2+ with 

> 90 %, followed by [UO2]
2+ with > 50 %. The value for Ba2+ decreases only slightly, while for 

Sr2+ no decrease is seen.  
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With regard to the composition of the test solutions, it must be emphasized that the metals 

Ni2+, Co2+, Sr2+, Ba2+ and the ion [UO2]
2+ show in the pure NaCl solution a larger decrease of 

the concentration. This behavior could be a result of a higher pH value, resulting in a for-

mation of hydroxide phases. Another effect, which might influence the metal concentration, is 

the higher ionic strength of the NaCl-MgCl2-solution. Consequently, more salt ions are pre-

sent that could be prevent the binding of heavy metal cations onto the mineral surfaces. 

 

In summary, the experiments demonstrate that silicate solutions and amorphous silicates are 

able to fix many toxic or radioactive heavy metals, which are dissolved in NaCl- and NaCl-

MgCl2-solutions, in insoluble minerals. Due to this fact, it should be verified if injected sodium 

silicate solutions may act as a chemical barrier for toxic or radioactive heavy metals. Howev-

er, a reaction of iodine was not recognizable. The deviations are probably due to oxidation 

processes. Also, no reactions between iodine and sodium silicate solution could be proven. 

This result points out that the binding capacity of the silicate phases and sodium silicate solu-

tions is limited to positively charges metal cations. 

 

 
6.4 Discussion 

 

The studies carried out about the long-term behavior of amorphous silica lead to the conclu-

sions that in saline environment, the silicate is insoluble in saturated brines. In the presence 

of Mg2+ stable MOC-phases are formed. 

 

When evaluating the Si solubility of amorphous silica in pure NaCl-solutions, the occurrence 

of colloids should be pointed out, according to the colloid investigations. For more infor-

mation, a detailed research program about SiO2-colloids in salt solutions is still necessary. 

 

First laboratory tests to verify the use (application) of silicate to act as a chemical barrier 

against repository-relevant elements supply promising results. In the course of the experi-

ment, a decrease in the concentration of several elements is observed: 

 

decrease (NaCl-solution):            Co2+ ~ Ni2+ > [UO2]
2+ >> Sr2+ ~ Ba2+ >> Cs+ 

decrease (NaCl-solution with 20 wt% MgCl2):       Co2+ ~ Ni2+ >> [UO2]
2+ > Ba2+ > Sr2+ ~ Cs+ 

 

This means that amorphous silicate may act as a chemical barrier for specific elements in the 

saline environment.  



 

FKZ 02 E 11082  TEC-36-2015-AB 
final report 104 

 



Conclusion and Outlook 
 

TEC-36-2015-AB   FKZ 02 E 11082  
  final report 105 

 

7 Conclusion and Outlook 

 

Discontinuum modeling methods have been used in this research and development project 

to investigate the fracturing and fluid flow in the EDZ of rock salt. Since the mechanical dete-

rioration of rock salt occurs mainly through micro fractures, the mechanical and hydraulic 

behavior was investigated at grain scale where the fracturing can be explicitly investigated. 

For this purpose, the distinct element code 3DEC was used in combination with polyhedral 

shaped elements in order to simulate the shape and arrangement of grains. 

 

To derive relevant input parameters used in the constitutive models and to validate the me-

chanical behavior of the models, a comprehensive geotechnical program was carried out. It 

includes uniaxial compression tests in combination with acoustic emission testing. The cali-

bration of the parameters to simulate the mechanical behavior provides good results, and it 

was shown that cracking in the EDZ was simulated in a realistic manner. However, simple 

constitutive models were used for simulation that cannot simulate the interaction between 

intra- and intercrystalline deformation adequately. Thus, the fundamental processes of crack-

ing can only be simulated with constitutive models adapted to the DEM approach. 

Furthermore, the calibration process is based on uniaxial compression tests, and the param-

eters derived provide satisfactory results for only relatively small external loads. While the 

mechanical parameters could be calibrated well, this is not possible for the hydraulic parame-

ters due to data not available. Only a qualitative statement about the permeability values of 

the EDZ was given. Therefore, further research should focus on the development of new 

constitutive models and additional laboratory tests to give a thorough validation of the calcu-

lation results.  

 

One disadvantage of the DEM method compared with continuum approaches is that the ex-

tent of the computational domain must be limited to make the problem computationally 

controllable. Currently, the DEM approach can only be used for near-field problems, and 

methods must be used to upscale the information gained. This seems to be the drawback of 

the current modeling approach used in this report. However, it is not always necessary to 

simulate the entire domain to be investigated by using discontinuum modeling methods. For 

many applications it is sufficient to obtain detailed information with regard to selected re-

gions. The DEM is particularly useful in small-scale scenarios where the results can give a 

much greater understanding of the mechanical and hydraulic behavior. But it should also be 

considered that the DEM is one of the most rapidly developing areas of computational me-

chanics, and computer technology increases every year, improving the efficiency of the 

method. 

 

It should be emphasized here that the use of the DEM model in combination with polyhedral 

elements is not only limited to rock salt simulation. The approach used in this project is also 

particularly suitable to simulate the damage behavior of granitic rocks.  

 

Furthermore, new information regarding the behavior of sodium silicate when penetrating 

rock salt could be gained. The experiments showed that sodium silicate can close cracks 

with widths smaller than 10 m. Furthermore, it could be demonstrated that the aqueous 

phase of sodium silicate is fixed in the salt in the form of fluid inclusions.  
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Concerning the long-term behavior of sodium silicate gel in a saliniferous environment it 

could be shown that the sodium silicate gel has a lower solubility in solution saturated with 

NaCl and containing Mg2+ ions than quartz has in water. Stable MOC-phases are formed, 

which was demonstrated for temperatures of up to 35°C. First tests showed that silica gel 

acts as a chemical barrier against specific elements relevant for repositories. The related 

mechanisms could not be investigated in this research program as this would require sys-

tematic testing. 

 
The results of the thin sections investigations, of the investigations concerning the long-term 

behavior as well as of the initial tests concerning the behavior towards specific elements 

showed that sodium silicate is an injection agent suitable for rock salt. If and to what extent 

sodium silicate gel without addition of hardener can be used as injections agent, e.g. in clay 

rock, needs to be investigated. 
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